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PREFACE 

Jagat Guru Nanak Dev Punjab State Open University, Patiala was established in December 

2019 by Act 19 of the Legislature of State of Punjab. It is the first and only Open University 

of the State, entrusted with the responsibility of making higher education accessible to all, 

especially to those sections of society who do not have the means, time or opportunity to 

pursue regular education. 

In keeping with the nature of an Open University, this University provides a flexible 

education system to suit every need. The time given to complete a programme is double the 

duration of a regular mode programme. Well-designed study material has been prepared in 

consultation with experts in their respective fields. 

The University offers programmes which have been designed to provide relevant, skill-based 

and employability-enhancing education. The study material provided in this booklet is self- 

instructional, with self-assessment exercises, and recommendations for further readings. The 

syllabus has been divided in sections, and provided as units for simplification. 

The University has a network of 10 Learner Support Centres/Study Centres, to enable 

students to make use of reading facilities, and for curriculum-based counselling and 

practicals. We, at the University, welcome you to be a part of this instituition of knowledge. 
 

 

Prof. G. S. Batra  

Dean 

Academic Affairs 
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SEMESTER-V 

(BLAB33505T) Social Research Methods 

Objectives: This paper will introduce the students to the basic framework of Indian 

society with its complex structure. This complexity of Indian society also provides the 

framework through which a student will learn to appreciate the intricacies of Indian 

society and develop a holistic understanding of the society. 

 

 

INSTRUCTIONS FOR THE PAPER SETTER/EXAMINER: 

1. The syllabus prescribed should be strictly adhered to. 

2. The question paper will consist of three sections: A, B, and C. Sections A and B 

will have four questions each from the respective sections of the syllabus and will 

carry 10 marks each. The candidates will attempt two questions from each section. 

3. Section C will have fifteen short answer questions covering the entire syllabus. 

Each question will carry 3 marks. Candidates will attempt any 10 questions from 

this section. 4. The examiner shall give clear instructions to the candidates to 

attempt questions only at one place and only once. Second or subsequent 

attempts, unless the earlier ones have been crossed out, shall not be evaluated. 

5. The duration of each paper will be three hours. 

 

 

INSTRUCTIONS FOR THE CANDIDATES: 

Candidates are required to attempt any two questions each from sections A, and 

B of the question paper, and any ten short answer questions from Section C. 

They have to attempt questions only at one place and only once. Second or 

subsequent attempts, unless the earlier ones have been crossed out, shall not be 

evaluated. 

Section-A 

Unit1    Social research: nature and types, basic 

and applied  

Unit 2   Scientific method: definition and 

characteristics  

Unit3  Hypothesis: Meaning, characteristics and 

sources. 

Unit 4 Methods of research: Quantitative and 

Qualitative research 

 



Unit5 Field based research: Ethnography, Focused 

Group Discussion 

Section B 

 

Unit6 Sources of data: Primary and secondary, review of 

literature.  

 

Unit7  Techniques of data collection: Interview schedule, 

questionnaire 

 

Unit8  Sampling: Meaning, and Types (Probability and Non-

Probability)  

 

Unit 9 Presentation and Analysis of data: coding, tabulation, 

diagrams, graphs 

Unit10  Measures of central tendency: Mean, median and mode. 

 

 



 

Unit 1:    Social research: Nature and Types, Basic and Applied  

 

1.1 Learning Objectives  

1.2 Introduction 

1.3 Meaning of Social Science Research 

1.4 Nature of Social Science Research 

1.5 Objectives of Social Science Research 

1.6 Basic Components of Research 

1.7 Types of Research 

  1.7.1 Basic and Applied 

   

 

 

 

1.1 Introduction 

 

This lesson is meant to introduce the idea of social science research and its nature and list 

out the basic components of social science research. 

 

 

1.2 Learning Objectives: 

After reading this lesson, the learners will be able to 

1. Understand the basic definition and characteristics components of social research 

2. Develop knowledge about the objectives of social science research 

3. Understand the features of social science research 

4. Know about different types of research 

 

 

 

1.2 Meaning of Social Science Research 

 

As humans, we are engaged in knowing nature, ourselves, and the people around us. To do 

so, we need to systematically gather information to form patterns of human behavior and find 

interrelationships between various factors determining behavior and human societies. These 

patterns lead to the formation of structures and comprehensive models of community and 

behaviors. This process of doing so may be called social research. Social research is a 

systematic and scientific investigation that aims to study, understand, and analyze human 

behavior, interactions, and societies. 

 It involves collecting and analyzing empirical data to explore various aspects of social life, 

such as individual attitudes, group dynamics, cultural norms, social institutions, and societal 

changes. Social research aims to generate knowledge, uncover patterns and trends, explain 

social phenomena, and advance our understanding of human societies. In summary, social 

research is a rigorous and structured process of inquiry that provides valuable insights into 

the complexities of human social behavior and helps inform decision-making, policy 

development, and interventions to address social issues and challenges. 

 

1.3 The Nature of Social Research 

 



The nature of social research refers to the characteristics and principles that define the study 

of human behavior, interactions, and societies using scientific methods. Social research aims 

to understand, explain, and predict social phenomena and patterns. It systematically 

investigates and analyzes various aspects of human organizations, such as individual 

behavior, group dynamics, cultural norms, social institutions, and societal changes over time. 

The nature of social research is the systematic study and investigation of various aspects of 

human society and social behavior. Social research aims to understand how individuals and 

groups interact, the dynamics of social institutions, and the impact of social, cultural, 

economic, and political factors on human behavior and relationships. 

 

 

1.4 Characteristics of Social Science Research 

Key features of social research include: 

 

1. Empirical: Social research is based on empirical evidence gathered through observations, 

surveys, experiments, or other data collection methods. It relies on data and facts rather than 

personal opinions or anecdotes. 

 

2. Objective: Researchers strive to maintain objectivity and avoid biases. They use rigorous 

methods to ensure their findings are as accurate and unbiased as possible. 

 

3. Systematic: Social research is conducted systematically, following a clear and well-defined 

research design. It involves formulating research questions, developing hypotheses, selecting 

appropriate methods, collecting data, and analyzing results. 

 

 4. Generalizable: Social research aims for findings that can be applied to larger populations 

or contexts beyond the specific study sample. This generalizability enhances the relevance 

and significance of the investigation. 

 

5. Ethical: Ethical considerations are crucial in social research, ensuring the well-being, 

rights, and privacy of research participants. Researchers must obtain informed consent, 

protect confidentiality, and avoid harm or exploitation. 

6. Interdisciplinary: Social research often involves integrating knowledge and methods from 

multiple disciplines, such as sociology, psychology, anthropology, economics, political 

science, and more. 

7. Continuous: Social research is an ongoing process. It builds on existing knowledge, refines 

previous findings, and contributes to the collective understanding of social phenomena. 

8. Contextual: Social research recognizes the importance of the context in which social 

phenomena occur. Researchers consider historical, cultural, and environmental factors 

influencing behavior and societal patterns. 

9. Problem-solving: Social research is often driven by the need to address real-world 

problems and challenges. It seeks to provide insights to inform policies, programs, and 

interventions to improve societal well-being. 

 

 

 

Social research is dynamic and adaptive, continuously evolving in response to new questions, 

methods advancements, and societal changes. Social research enhances our understanding of 

society and contributes to social progress and development by understanding the complexities 

of human behavior and interactions. Social research is the systematic and scientific study of 



human behavior, exchanges, and societies. It involves collecting, analyzing, and interpreting 

data to understand various aspects of social life and gain insights into social phenomena, 

patterns, and changes. 

 

 

1.4 Objectives of Social Research 

 

Social research is conducted across various disciplines, including sociology, psychology, 

anthropology, political science, economics, etc. The primary objectives of the social study 

are:  

1. Description: To provide a detailed and accurate account of social phenomena, events, or 

behaviors. This involves observing and documenting various aspects of human society. 

2. Description: To provide a detailed and accurate account of social phenomena, events, or 

behaviors. This involves observing and documenting various aspects of human society. 

3. Explanation: To understand why specific social patterns or behaviors occur. Researchers 

aim to uncover underlying reasons and causal relationships. 

4. Prediction: To make informed projections or forecasts about future social trends or events 

based on historical and current data analysis. 

 5. Intervention: To inform and guide the development of social policies, programs, and 

interventions to address societal issues or challenges. 

Methods of Social Science Research 

 

Social research employs various research methods, such as surveys, experiments, interviews, 

case studies, content analysis, and ethnographic observations. Researchers carefully design 

their studies to ensure validity, reliability, and ethical considerations. By conducting social 

research, scholars and practitioners contribute to expanding our knowledge of human 

societies, leading to a better understanding of social issues, cultural dynamics, human 

behavior, and the complexities of social interactions. The findings from social research are 

often used to inform decision-making in various fields, including government, education, 

healthcare, and business, to improve the well-being and quality of life for individuals and 

communities. Social research encompasses multiple approaches and methodologies, each 

tailored to investigate human behavior, interactions, and societies. Some common types of 

social research include: 

 

1. Survey Research: Involves collecting data from a representative sample of individuals 

through structured questionnaires or interviews. Surveys gather information on a population's 

attitudes, opinions, beliefs, and behaviors. 



2. Experimental Research: Utilizes controlled experiments to study cause-and-effect 

relationships between variables. Participants are randomly assigned to different groups to test 

the impact of independent variables on dependent variables. 

3. Qualitative Research Focuses on understanding individuals' or groups' meanings, 

interpretations, and subjective experiences. This type of research often involves in-depth 

interviews, focus groups, or ethnographic observations. 

4. Quantitative Research: Involves using statistical analysis to study numerical data. It often 

relies on large sample sizes and aims to identify patterns, correlations, and trends in social 

phenomena. 

5. Longitudinal Research: Follows a group of individuals or communities over an extended 

period to examine changes and developments over time. 

6. Cross-Sectional Research: Analyzes data collected from a diverse group of individuals or 

communities at a single point in time, allowing researchers to compare different groups or 

segments of the population. 

7. Case Study Research: Involves an in-depth investigation of a particular individual, group, 

organization, or community to gain a comprehensive understanding of a specific social 

phenomenon. 8. Action Research: A collaborative approach that involves researchers 

working closely with stakeholders or communities to identify and address social issues 

directly. 

9. Historical Research: Focuses on studying past events, trends, and developments to gain 

insights into the historical context of social phenomena. 

10. Content Analysis: Analyzes media, texts, or visual materials to understand the portrayal 

of social issues, values, or trends in society. 

11. Mixed-Methods Research: Combining quantitative and qualitative approaches to 

understand a research problem comprehensively. 



These are just some of the main types of social research. Researchers often choose the most 

appropriate method based on their research questions, objectives, and the nature of the social 

phenomenon they are investigating. 

 

 

1.6 Types of Social Research 

 

 

Basic or Pure research 
 

Basic or pure research, or fundamental research, is a scientific inquiry that seeks to expand 

our knowledge and understanding of fundamental principles and concepts in a particular field 

of study. It is driven by intellectual curiosity and the pursuit of knowledge for its own sake, 

without any immediate practical applications in mind. Critical characteristics of primary 

research include: 

1. Curiosity-driven: Basic research is motivated by the curiosity to explore unknown or 

poorly understood aspects of nature or society. Researchers are interested in discovering new 

phenomena, patterns, or relationships. 

2. Theoretical focus: It aims to develop and test theories, models, and hypotheses that 

contribute to the theoretical foundations of a discipline. The findings of basic research often 

serve as the basis for further investigations. 

3. Exploratory and open-ended: Basic research has no predetermined goal or specific 

application. Researchers are open to unexpected outcomes and are willing to explore diverse 

possibilities. 

4. Long-term impact: While basic research may not have immediate practical applications, it 

forms the foundation for applied research and technological advancements in the future. 

5. Independence from external constraints: Basic research allows researchers to pursue their 

interests and curiosity without being constrained by commercial or immediate societal 

demands. 

6. Interdisciplinary potential: Basic research often crosses disciplinary boundaries, leading to 

insights that can be valuable across various fields. 

7. Publication and dissemination: Basic research findings are typically published in scientific 

journals and shared with the broader research community to contribute to the collective 

knowledge. 

 

Examples of primary research include: 

 Studying the fundamental particles in physics. 

 Exploring the neural basis of cognition in neuroscience. 

 Investigating the genetic cause of certain traits in biology. 

 Examining the underlying mechanisms of social behavior in sociology. 

While basic research may have little practical applications, it is crucial in advancing human 

knowledge, promoting innovation, and laying the groundwork for future discoveries and 

applied research endeavors. Many groundbreaking discoveries and technological 

advancements have emerged due to basic research, highlighting its significance in human 

understanding and development. 

 

1.6.2  Applied Research 

 

Applied research is a type of scientific investigation that aims to solve practical problems and 

provide solutions to real-world challenges. It directly applies existing knowledge, theories, 



and methodologies to address specific issues or improve practices in various fields. Unlike 

basic research, which seeks to expand theoretical knowledge without immediate practical 

applications, applied research is driven by the need to find practical solutions and positively 

impact society. 

Features of Applied Research 

 

Critical elements of applied research include: 

1. Problem-solving orientation: Applied research starts with a specific problem or concern 

that requires practical solutions. The study is directed toward finding effective strategies to 

address the identified issue. 

2. Relevance to real-world contexts: Applied research is conducted in specific real-world 

settings or situations to ensure that the findings and solutions directly apply to the practical 

problem. 

3. Use of existing knowledge: Researchers draw on the knowledge and theories derived from 

previous studies, including basic research, to inform the research design and guide the 

investigation. 

 4. Goal-driven: The primary goal of applied research is to produce actionable insights and 

practical recommendations that can be implemented to bring about tangible improvements. 

5. Collaboration with stakeholders: Researchers often work closely with relevant 

stakeholders, such as policymakers, practitioners, industry professionals, or community 

members, to ensure the research aligns with their needs and priorities. 

6. Short-term impact: Applied research is intended to have immediate and practical 

applications. Its findings are expected to lead to concrete actions and positive changes in the 

target context. 

7. Evaluation and feedback: Applied research often involves evaluating the effectiveness of 

interventions or solutions and providing feedback for further refinement and improvement. 

Examples of applied research include developing new medical treatments, testing the 

effectiveness of educational interventions, studying the impact of social programs, improving 



industrial processes, designing more efficient transportation systems, and analyzing consumer 

behavior to inform marketing strategies. 

Applied research plays a crucial role in addressing real-world challenges and improving the 

quality of life for individuals and communities. It bridges the gap between theory and 

practice, translating theoretical knowledge into practical applications that can make a 

meaningful difference in society. Applying research contributes to informed decision-making 

and problem-solving in various domains by focusing on specific issues and providing 

evidence-based solutions. 

1.6.3 Basic Research Vs. Applied Research 

 

Basic and applied research are two distinct approaches to conducting scientific inquiry, 

including social analysis. They differ in their primary objectives, focus, and the practical 

implications of their findings: 

Basic Research: 

Objective: 

 Basic research, also known as fundamental or pure research, aims to expand knowledge and 

understanding of a specific field's fundamental principles and underlying concepts. It is 

driven by curiosity and the desire to explore and discover new insights without any 

immediate practical applications in mind. 

• Focus: Basic research seeks to answer theoretical questions and better understand natural or 

social phenomena. It often lays the groundwork for future studies and applications. 

• Methods: Researchers in basic research use rigorous and systematic methods to collect data 

and test hypotheses, but their main goal is to contribute to theoretical knowledge rather than 

solve immediate problems. 



 • Methods: Researchers in basic research use rigorous and systematic methods to collect data 

and test hypotheses, but their main goal is to contribute to theoretical knowledge rather than 

solve immediate problems. 

• • Example: In social sciences, basic research might investigate the factors influencing 

human decision-making or explore the underlying mechanisms behind social behaviors. 

• • Applied Research: 

•Objective: Applied research is conducted to address practical problems, provide solutions, or 

inform decision-making in real-world contexts. Its purpose is to use existing knowledge to 

solve practical issues and improve current practices. 

• Focus: Applied research is problem-oriented and aims to find practical applications for 

theories and concepts derived from primary research. It often involves collaboration between 

researchers and stakeholders in relevant fields. 

• Methods: Applied research also employs systematic methods to gather data and test 

hypotheses, but the research design addresses practical concerns and provides actionable 

insights. 

• • Example: In social sciences, applied research might evaluate the effectiveness of a social 

intervention program, assess the impact of a policy change, or study the benefits of a specific 

educational method. 

              It's important to note that basic and applied research are not mutually exclusive and 

often complement each other. Basic research generates the foundational knowledge on which 

applied research builds. Applied research may lead to new questions and areas of interest for 

basic research. Both types of study contribute to the advancement of knowledge and have 

their respective roles in furthering our understanding of the world and improving our 

societies. 

1.7 Questions for Practice 



1. Write a short note about the meaning and steps in social research 

2. Enlist different possible types of research in social sciences. 

 

 

1.8  Suggested Readings 

 

Allen G and G. Skinner 1991. Handbook for Research Students in Social Sciences. Falmer 

Press: London 

Babbie, E. 1989. The Practice of Social Research. Wadsworth Publishing Company: Belmont, 

California 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Unit 2:  Scientific Method: Definition and Characteristics  

 

 

 

2.1 Introduction 

 

This lesson is meant to introduce the concept of scientific method by explaining the logic 

of scientific inquiry, its basic premise and steps. 

 

2.2 Learning Objectives: 

After reading this lesson, the learners will be able to 

1. Understand the basic definition and characteristics components of scientific method 

2. Develop knowledge about the steps of scientific method 

 

 

 

2.3 Logic of Scientific Inquiry  

The logic of scientific inquiry refers to scientists' systematic process to investigate and 

understand the natural world. This process involves several key steps that help ensure the 

validity and reliability of scientific knowledge. Here are the main components of the logic of 

scientific inquiry:  

1. Observation: Scientific inquiry begins with careful observation of the natural world. 

Researchers observe phenomena or events and gather relevant data to understand patterns and 

relationships.  

2. Hypothesis Formation: Based on observations and previous knowledge, scientists 

develop hypotheses, tentative explanations, or predictions about the phenomena under study. 

These hypotheses are formulated to be tested through experimentation or observation.  

3. Testability: A crucial aspect of scientific hypotheses is that they must be testable. This 

means they can be subject to empirical investigation and potentially falsified through 

evidence. 



 4. Experimentation or Data Collection: To test their hypotheses, scientists conduct 

experiments or gather data using various methods, such as controlled experiments, field 

studies, surveys, or case studies. 

 5. Analysis: After collecting data, scientists use statistical or qualitative techniques to 

draw conclusions and evaluate the evidence for or against the hypotheses. 

 6. Interpretation: Scientists interpret the results of their analyses to draw meaningful 

conclusions and make inferences about the natural world. 

 7. Peer Review: The research is subjected to peer review before the findings are 

considered reliable and trustworthy. Other experts in the field assess the study's methodology, 

data analysis, and conclusions to ensure rigor and validity. 

 8. Replication: Replication is repeating the study to verify its results. Reproducibility of 

findings is a fundamental aspect of scientific inquiry and helps strengthen the reliability of 

the conclusions.  

9. Revision and Refinement: Scientific knowledge is subject to revision and refinement 

as new evidence emerges. The scientific community continually reevaluates and updates 

existing theories based on the latest research.  

The logic of scientific inquiry is not a linear process but rather a dynamic and iterative one. 

Scientists continuously build upon existing knowledge, refine their understanding of the 

natural world, and remain open to revising their theories in light of new evidence. This self-

correcting and self-improving nature is one of the strengths of the scientific method, enabling 

it to provide reliable and increasingly accurate explanations of the world around us.  

 

2.4 Scientific Method: Definition and Characteristics  

The scientific method is a systematic approach scientists use to investigate and understand 

the natural world. It involves a series of steps that guide the process of scientific inquiry, 

experimentation, and the formulation of reliable and objective conclusions. The scientific 

method is widely accepted in the scientific community and is the foundation for creating and 

validating scientific knowledge. The steps of the scientific process typically include:  



1. Observation: The process starts with making observations or noticing a phenomenon 

in the natural world. Observations can be qualitative (descriptive) or quantitative 

(measurable).  

2. Question: Based on the observations, scientists formulate a specific and testable 

question about the phenomenon they want to study. The question should be clear and narrow 

enough to be addressed through experimentation or data collection.  

3. Hypothesis: A hypothesis is a proposed explanation or prediction for the observed 

phenomenon. It is a testable statement that can be supported or refuted through 

experimentation or data analysis.  

4. Experimentation: Scientists design and conduct controlled experiments to test their 

hypotheses. Experiments involve manipulating variables, collecting data, and analyzing the 

results to determine if they support or reject the hypothesis. 

 5. Data Collection: During the experiment, scientists gather empirical data 

systematically and objectively. This data is essential for drawing conclusions and making 

informed interpretations.  

6. Analysis: The collected data is analyzed using statistical and other analytical methods 

to identify patterns, trends, and relationships. This analysis helps in drawing meaningful 

conclusions from the experiment. 

 7. Conclusion: Based on the results of the experiment and data analysis, scientists 

conclude whether the hypothesis is supported or refuted. If the hypothesis is supported, the 

findings can contribute to scientific knowledge, and if it's refuted, scientists may revise the 

hypothesis and repeat the process.  

8. Peer Review: Before the findings are published, they typically undergo peer review, 

where other experts in the field critically evaluate the study's methodology, results, and 

conclusions for accuracy and reliability.  

9. Communication: Finally, scientists communicate their findings through research 

papers, conferences, and other publications, allowing the scientific community to review, 

replicate, and build upon their work.  

10. The scientific method is a self-correcting process, and the accumulation of evidence 

and research helps to refine our understanding of the natural world over time. It allows for 



objective and evidence-based inquiry, which is a fundamental aspect of the scientific 

approach.  

 

2.5   Applicability of scientific method to social research  

The application of the scientific method to social sciences has been a subject of debate and 

contention for a long time. While some social scientists argue that the scientific method can 

be effectively used in social research, others suggest that it presents specific challenges and 

limitations. Here are some reasons why the scientific method may face difficulties when 

applied to social sciences:  

1. Complexity and Unpredictability: Social systems and human behavior are inherently 

complex and unpredictable. Unlike natural sciences, where controlled experiments can be 

conducted in a controlled environment, social scientists often deal with multiple interacting 

variables that are difficult to isolate and control.  

2. Ethical Concerns: Social research often involves studying human subjects, and ethical 

considerations are paramount. Conducting experiments on human subjects that could 

potentially harm or manipulate their behavior for scientific inquiry raises significant ethical 

challenges. 

 3. Subjectivity and Interpretation: Human behavior and social phenomena are subject to 

interpretation and can vary across different cultural, historical, and geographical contexts. 

Researchers may bring their biases and perspectives into the analysis, leading to subjectivity 

in interpreting results.  

4. Lack of Replicability: In natural sciences, one of the hallmarks of the scientific 

method is the ability to replicate experiments to validate findings. In social sciences, due to 

the dynamic nature of social systems and unique contexts, replication of studies may not 

always be feasible or yield consistent results.  

5. Inherent Uniqueness: Social phenomena often lack the universal laws and regularities 

common in natural sciences. Social contexts and behaviors can be highly context-specific and 

cannot always be easily generalized across different settings.  

6. Limited Control: Unlike controlled laboratory settings in natural sciences, social 

scientists cannot exert the same level of control over variables in the real world. Many factors 



influence social interactions, making it challenging to isolate specific variables and establish 

causal relationships.  

Despite these challenges, many social scientists still employ scientific methods. They may 

use quantitative, qualitative, or a combination of both to gain insights and develop theories 

about social behavior and systems. While the scientific method may not perfectly fit social 

sciences, it can still provide valuable tools and approaches for systematic investigation and 

analysis. It is essential to recognize the limitations and adapt research methodologies to 

enhance understanding complex social phenomena.  

2.5 Limitations of scientific method for social science inquiry  

The scientific method can be applied to social science research and is widely used in the 

social sciences. However, applying the scientific method in the social sciences can be more 

complex and challenging than in the natural sciences due to the unique characteristics of 

social phenomena and human behavior. Here are some reasons why applying the scientific 

method in the social sciences can be challenging: 

 1. Complex Human Behavior: Human behavior is highly complex and influenced by 

various psychological, social, cultural, and historical factors. It can be difficult to isolate and 

control these variables, making it challenging to establish clear cause-and-effect 

relationships. 

 2. Subjectivity: Social science research often involves subjective experiences, beliefs, 

and values. People's perceptions and interpretations can vary widely, making it challenging to 

measure and quantify these variables with the same precision as physical quantities in the 

natural sciences.  

3. Ethical Considerations: Social science research often involves studying human 

subjects, and ethical considerations are paramount. Experiments acceptable in natural 

sciences can be ethically problematic in social sciences.  

4. Interdisciplinary Nature: Social phenomena often require an interdisciplinary 

approach, drawing from psychology, sociology, anthropology, economics, and more. This 

complexity can make applying a strict, reductionist scientific method challenging.  



5. Historical and Contextual Factors: Social phenomena are deeply embedded in 

historical, cultural, and contextual factors. These factors can change over time and are often 

difficult to control or account for in experimental settings.  

6. Measurement Challenges: Many social science concepts are difficult to measure 

precisely. For example, concepts like happiness, trust, or social capital are abstract and 

subjective, making it challenging to develop reliable and valid measurement tools.  

7. Limited Predictive Power: Social science research often aims to describe and explain 

social phenomena rather than predict them with high accuracy. Predicting human behavior is 

inherently more uncertain and variable than predicting natural phenomena. Despite these 

challenges, social scientists have developed various research methods and techniques to 

address these issues and apply the scientific method effectively. They often use quantitative 

and qualitative approaches, surveys, experiments, field observations, and interviews to gather 

data and draw meaningful conclusions about social phenomena. While the scientific method 

may need to be adapted to the unique nature of the social sciences, it remains a valuable tool 

for generating knowledge and understanding human behavior and society.  

 

The scientific method can be applied to study human behavior, but it must be adapted and 

extended to account for the unique complexities of human behavior. Here are some reasons 

why the scientific method cannot be directly applied to studying human behavior: 1.

 Subjectivity and Variability: Human behavior is influenced by a wide range of 

subjective factors, such as emotions, personal experiences, cultural norms, and individual 

differences. These subjective elements can be difficult to quantify and control, and they 

introduce a level of variability that is not as prominent in the natural sciences.  

2. Ethical Considerations: Research involving human behavior often raises ethical 

concerns, particularly regarding informed consent, privacy, and potential harm to participants. 

Ethical considerations can limit the types of experiments and interventions that can be 

conducted.  

3. Complex Causality: Human behavior is often the result of multiple interacting factors, 

making it challenging to establish clear cause-and-effect relationships. The reductionist 

approach often used in the natural sciences may not be suitable for understanding complex 

human behavior.  



4. Lack of Control: In natural sciences, experiments are often conducted in controlled 

laboratory settings where variables can be tightly manipulated and controlled. In studying 

human behavior, it is often impossible or unethical to exert the same level of control over 

individuals or the environment.  

5. Interdisciplinary Nature: Understanding human behavior often requires an 

interdisciplinary approach that draws from psychology, sociology, anthropology, and other 

fields. The scientific method, which relies on a more specialized and narrow approach, may 

not fully capture the complexity of human behavior.  

6. Historical and Contextual Factors: Human behavior is deeply embedded in historical, 

cultural, and contextual factors. These factors can change over time and may be difficult to 

isolate or account for in experimental settings.  

7. Measurement Challenges: Many aspects of human behavior are difficult to measure 

precisely. Concepts like happiness, attitudes, and beliefs are abstract and subjective, making 

developing reliable and valid measurement tools challenging.  

8. Value-Based Decisions: Many questions about human behavior are tied to values, 

ethics, and cultural norms, leading to disagreements and subjectivity in interpreting results. In 

contrast, natural sciences often deal with empirical evidence that can more readily settle 

disputes.  

 

While these challenges exist, social and behavioral scientists have developed various research 

methods and techniques considering these complexities. They use a combination of 

quantitative and qualitative approaches to conduct surveys, experiments, field observations, 

and interviews to gather data and analyze human behavior. This adapted scientific method is 

valuable for advancing our understanding of human behavior and the social sciences. 

 

 

 

 

 

 



 

Unit 3: - Hypothesis: Meaning, Characteristics and Sources. 

 

3.1  Introduction: 

3.2 Objectives 

3.3 Definitions  

3.4 Types/Forms of Hypothesis 

3.5 Functions / Importance of Hypothesis 

3.6 Characteristics of a good hypothesis 

 

3.1 Introduction 

 

This lesson is meant to introduce the concept of hypothesis and its relevance to social 

science investigation. 

 

3.2 Learning Objectives: 

After reading this lesson, the learners will be able to 

1. Understand the basic definition and characteristics of the hypothesis 

2. Develop knowledge about the importance of hypothesis 

3. Understand the features of the hypothesis 

4. Know about different types of hypothesis 

 

 

3.3 Definitions  

 

The hypothesis is a conditional statement about plausible relationships between the 

independent and dependent variables. If the statement is causal, the independent variable is the 

cause and the dependent variable is the effect. In a hypothesis, a change in the values of the 

independent variable should lead to a change in the values of the dependent variable. Let us 

understand it by examples. Suppose we want to find out the relationship between education 



and voting behavior. Here the independent variable is 'education', and the dependent variable 

is 'voting behavior'. A researcher can formulate the following hypothesis:  

(i) Comparing individuals, an educated person is more likely to vote than an uneducated person, 

(ii) Comparing individuals, an uneducated person is less likely to vote than an educated person,  

(iii) Education is not associated with the voting behavior of an individual. All three statements 

seek to explore the possible relationships between education and the voting pattern of an 

individual. We see that the value of the dependent variable is conditional to the value of an 

independent variable. If the value changes from 'uneducated' to 'educated', the value of 

dependent variables also changes from 'less likely to vote' to 'more likely to vote. 

 As we start our research process, we begin with a research question in our mind for which we 

try to find out possible explanations. With our previous knowledge or based on the existing 

literature, we do gather some idea about the possible causes of a particular phenomenon. For 

instance, we know that the 'voting behavior' of an individual is affected by several factors, such 

as the level of income, and the level of one of these independent variables with the dependent 

variable. However, we cannot test all the possible correlations in just one hypothesis. Collating 

several independent variables in just one hypothesis makes it complex and it becomes difficult 

to measure the exact value of each variable. In the following chart, we have restricted 

independent variables with the dependent variable and formulated a few hypotheses based on 

them. Keep in mind we are trying to formulate a hypothesis taking into account various factors 

that determine the voting behavior of a person.          

                                                          

 

3.3 Definitions: 

Acc. to Goode and Hatt, "It is a proposition which can be put to test to determine its validity." 

Acc. to William H George," Hypothesis is an elaborate theory. " 

Sources of Hypothesis: 

Goode and Hatt have given the following sources of hypothesis: 



(1) Culture: - The nature of local culture generally forms an essential basis of hypothesis. 

For example, we all belong to Indian Society and spiritualism is the fundamental basis 

of Hindu culture. 

(2) Scientific theories:- Scientific theories give rise to many hypotheses. On the knowledge 

of theories, generalizations are made which become the basis of the hypothesis.  

(3) Analogy:- When we compare two things or when similarities between two units are 

discerned, then it may become the basis of a hypothesis. E.g.:- based on the theory of 

evolution, it has been imagined that like an organism, society also evolves and this 

hypothesis gives rise to the idea of social evolution. 

(4) Personal experience:- According to Goode and Hatt,” many times, personal experience 

becomes the basis of hypothesis. E.g. – all of us may have witnessed the falling of an 

apple or other fruit from a tree in a lifetime but it struck only in the mind of Isaac 

Newton that there may be some force behind it and the law of gravitation was being 

discovered. 

  

 

3.4 Types/Forms of Hypothesis: 

 

(1) Positive Hypothesis:- A hypothesis that may indicate a clear positive relationship 

between two variables. 

(2) Negative Hypothesis: - It indicates a negative relationship between two variables. E.g.: 

- Increased practice would result in a decreased number of errors. 

(3) Null Hypothesis: - It is best in nature. Ronald Fischer gives it. In this type of hypothesis, 

the researcher preassumes that there is no difference between the two variables. Null is 

a German language word which means zero. The null hypothesis states that the 

independent variable will not affect the dependent variable: For e.g.:-There is no 

significantly different variable. For e.g.:-There is no significant difference between the 

academic achievement of boys and girls. 

(4) Ideal type: -In this type, the hypothesis is well-planned and gives an ideal kind of 

pattern. The research based on this type of hypothesis can be conducted quickly with 

no difficulties. 

(5) Analytical type: -When at the pre-texting stage, a situation is being analyzed and 

thereby rectification is being done. 



(6) Empirical hypothesis: - Whatever the problems are present in the research, this type of 

hypothesis is formed to study the general trends current in human behavior. They lens 

to study the standard ways of behavior. 

(7) Logical hypothesis: - It is used to study the logical relationship between empirical 

(present) trends. E.g.:-  when a teacher asks a question to a student and he gives a solid 

answer to the teacher, it is called logical reasoning. 

(8) Causal hypothesis: - when we try to find out the cause-and-effect relationship among 

different factors 

(9) Directional hypothesis:- It is that type of hypothesis that provides us with proper 

guidelines or direction for conducting research and is called directional hypothesis. 

(10) Non-directional Hypothesis:- In this type of hypothesis, we don’t have proper 

guidelines for which research is to be conducted. 

(11) Test hypothesis: When research is going on and a new idea or a point appears, 

then during the research a hypothesis is being tested and is called a test hypothesis. 

 

3.5 Characteristics of Hypothesis: 

 

A hypothesis may be an idea, generalization, or imagination subjected to further verify 

the process of verifiability is an important characteristic, The Hypothesis must have the 

following characteristics:- 

 

  

(1) Clear and specific:- A Hypothesis must not be vague. Every aspect of it must be 

clearly defined. For example, humanity is a very wide and vague term and which 

aspect of it is to be studied must be made clear in the hypothesis as is put by PV. 

Young," The use of hypothesis prevents blind search and indiscriminate gathering 

of masses of data which may later prove irrelevant to the problem under study." 

 

(2) Simple language and Conceptual clarity:- A hypothesis should be expressed in 

simple language so that its meaning must be made specifically clear. The hypothesis 

should be simple and to the point and devoid of any complexities. This quality has 

been described as an "Occam's razor”, meaning that the hypothesis should be as 

sharp as a razor’s blade.  

 



Thus, firstly, words used must be in the same sense as commonly used by the people; 

secondly, if any new concept or term is used, its meaning must be made clear. 

 

 

(3) Applicability of the modern technique of Social research to the Hypothesis:- A 

Hypothesis must be capable of being tested and verified. Thus we have to take into 

fame consideration the available techniques of study. If no method is applicable, 

then the study of such a hypothesis becomes impossible. A hypothesis has to be 

based on reality which can be subjected to scientific enquiry. Thus, a hypothesis 

should be based on strong reality which can be studied by contemporary scientific 

techniques. 

 

 

 

3.6 Functions / Importance of Hypothesis 

 

A hypothesis is the basis of scientific research after verifying the validity of which 

scientific direction to scientific inquiry and leads it to a definite goal. Without any 

hypothesis, a social researcher is sure to be caught in the wilderness and will never 

achieve the goal. Its main points of importance are as follows: - 

(1) It provides proper direction to scientific inquiry:- It makes the inquiry more 

specific and clear. The goal is set and it provides those lines of actions which are 

to be followed. Without a hypothesis, a scientist will be like a sailor sailing in a 

rudderless boat and he may be caught in the wilderness. So, a hypothesis gives a 

point of inquiry and defines the specific path that is to be adopted to reach a 

specific destination. 

(2)  It defines the point of inquiry: - A hypothesis makes the work of the scientist very 

easy. It defines the goal and gives guidance in which direction a social 

scientist/researcher is to proceed to reach his pre-set goals. He may have to follow 

one method and abandon the other to reach his destination but ultimately, he will 

be able to reach his destination. 

(3)  It limits the area of research:- A hypothesis defines the area of research and makes 

scientific inquiry practically possible. Otherwise, social facts are scattered so 



widely that a social researcher may spend the whole of his life exploring them. By 

defining the area of inquiry, a hypothesis makes scientific inquiry viable. 

(4)  Selection of relevant facts:- A researcher comes across several factors while 

studying, and he must confine himself to the study of only those factors that are 

relevant to our study. Through hypothesis, a researcher can know the pertinent 

facts. P.V. Young has rightly said, "The use of hypothesis presents a blind research 

and indiscriminate gathering of masses of data, which may later provide irrelevant 

to the problem under study." 

(5)  Helps in drawing a specific conclusion:- Hypothesis is the basis of scientific 

theory also it helps in removing/coming to a particular and well-defined 

conclusion. 

 

 In the opinion of Goode and Hatt:" without a hypothesis, the research is unfocussed, a 

random empirical wandering, the results which cannot be stated as facts with 

unambiguous meaning. Hypothesis is a necessary link between theory and instigation 

which leads to discovery. 

 

Conclusion: It is the basis of scientific research after verifying the validity of which 

scientific theory is made. It is of simple language and conceptual clarity. It is based on 

reality, which can be studied by contemporary scientific techniques. It becomes or 

makes the work of social scientists/researchers very easy. So, the hypothesis is very 

important for research. 

 

3.6 Characteristics of a good hypothesis 

good hypothesis is a fundamental component of the scientific method, as it guides the research 

process and provides a testable proposition that can be investigated and analyzed. Here are 

some characteristics of a good hypothesis:  

1. Clear and Specific: A good hypothesis should be clear, specific, and concise. It should 

clearly state the relationship between variables and the expected outcome. 

 2. Testable: A hypothesis must be testable through empirical observation and 

experimentation. It should be possible to gather data that can either support or reject the 

hypothesis. 



 3. Falsifiable: A good hypothesis must be falsifiable, meaning that there must be a way to 

prove it wrong. If a hypothesis cannot be potentially disproven, it may not be a valid scientific 

hypothesis.  

4. Based on Existing Knowledge: A hypothesis should be grounded in existing knowledge 

and should be informed by a review of the relevant literature. It should be a reasonable and 

logical extension of what is already known.  

5. Relates Variables: A hypothesis should propose a relationship or association between at 

least two variables. It typically takes the form of "If X, then Y" where X represents the 

independent variable and Y the dependent variable.  

6. Observable and Measurable: The variables in the hypothesis should be observable and 

measurable. This allows for data collection and quantitative analysis.  

7. Precise Predictions: A good hypothesis makes precise predictions about the expected 

outcomes of an experiment or study. It should specify the direction and nature of the expected 

relationship between variables. 

 8. Based on a Theory: Hypotheses should be rooted in a theoretical framework or existing 

body of knowledge. Theoretical support adds credibility to the hypothesis. 

 9. Relevant to the Research Question: The hypothesis should directly address the research 

question or problem being investigated. It should guide the research and align with the study's 

objectives.  

10. Simplicity: Simplicity is a virtue in hypothesis formulation. Occam's razor, a principle 

of parsimony, suggests that the simplest explanation is often the best. A simpler hypothesis is 

often preferable to a more complex one, all other factors being equal. 

 11. Precise and Well-Defined Terms: The terms used in the hypothesis should be well-

defined and unambiguous. Ambiguity can lead to confusion in the research process.  

12. Scope and Limitations: The hypothesis should acknowledge its scope and limitations. 

Researchers should recognize the conditions under which the hypothesis is expected to hold 

and the potential circumstances in which it may not.  

13. Logical Structure: The hypothesis should be logically structured, with a clear cause-

and-effect relationship. It should make sense and be based on logical reasoning.  



14. Revisable: A hypothesis should be open to revision in light of new evidence or data. 

Scientists are willing to modify or abandon hypotheses that do not withstand empirical testing. 

15. Applicability: The hypothesis should be relevant to the field of study and contribute to 

the advancement of knowledge in that domain. Remember that a well-crafted hypothesis is an 

essential starting point for scientific inquiry. It helps researchers focus their efforts, design 

experiments, and systematically explore the relationships between variables in their study.  

Limitations of a hypothesis 

 Hypotheses are essential components of the scientific method and are used to make educated 

predictions or explanations about a phenomenon. However, they have several limitations: 

 1. Lack of certainty: Hypotheses are not certainties or proven facts. They are educated 

guesses or propositions based on existing knowledge and observations. They require further 

testing and evidence to support or refute them.  

2. Subjectivity: The formulation of a hypothesis can be influenced by personal bias, prior 

beliefs, or limited information. This subjectivity can affect the quality and accuracy of the 

hypothesis. 

 3. Simplification: Hypotheses often oversimplify complex phenomena. Numerous factors 

influence real-world phenomena, and hypotheses may not account for all of them, potentially 

leading to inaccurate predictions or explanations.  

4. Testing constraints: Hypotheses can be challenging to test, particularly in fields where 

controlled experiments are not feasible or where data collection is difficult. This limitation can 

hinder the ability to confirm or reject a hypothesis definitively. 

 5. Limited scope: A single hypothesis may not cover all aspects of a research question. 

Multiple hypotheses may be needed to explore different facets of a complex problem.  

6. Falsifiability: A good scientific hypothesis should be falsifiable, meaning it should be 

possible to design experiments or gather evidence that could disprove the hypothesis. If a 

hypothesis is not falsifiable, it falls short of a key scientific criterion.  

7. Incomplete understanding: Hypotheses are based on existing knowledge, which may be 

incomplete or inaccurate. If the underlying knowledge is flawed, the hypothesis may also be 

flawed.  



8. Confirmation bias: Researchers may unintentionally seek evidence that supports their 

hypotheses and overlook evidence that contradicts them, leading to confirmation bias. This can 

affect the validity of the hypothesis and the research results.  

9. Confirmation bias: Researchers may unintentionally seek evidence that supports their 

hypotheses and overlook evidence that contradicts them, leading to confirmation bias. This can 

affect the validity of the hypothesis and the research results.  

10. Limited generalizability: Hypotheses are often formulated based on specific 

observations or data, which may not be representative of the broader population or situation. 

This can limit the generalizability of the hypothesis to a larger context. Despite these 

limitations, hypotheses are crucial in the scientific process as they provide a starting point for 

investigation and guide the collection of empirical data. They are subject to refinement and 

modification as more evidence is gathered, and they play a critical role in advancing our 

understanding of the world. 

 

3.7 References: - 

Handel, J. D. 1978, Statistics for Sociology, Englewood Cliffs, N. J. 

Watson, G. and McGawd 1980. Statistical Inquiry Elementary Statistics 

for the Political Science and Policy Sciences. John Wiley: New York 

 

 

 

 

 

 

 

 

 

 

 

 



Unit 4    Methods of Research: Quantitative and Qualitative Research 

4.1 Introduction 

4.2  Objectives 

4.3 Quantitative Methods 

4.5 Features of Quantitative Method 

4.6 Qualitative Method 

4.7  Features of Qualitative Method 

 

4.1 Introduction 

 

This lesson is meant to introduce the concept of qualitative and quantitative methods of 

social science inquiry and their key characteristics and importance. 

 

4.2 Learning Objectives: 

After reading this lesson, the learners will be able to 

1. Understand the basic definition and characteristics components of quantitative and 

qualitative methods of social science inquiry. 

2. Develop knowledge about the various types of quantitative and qualitative methods of 

social science inquiry. 

3. To explain key features and limitations of quantitative and qualitative methods of 

social science inquiry. 

 

 

 

4.3 Quantitative Methods 

 

 Quantitative methods of research are systematic approaches used to collect, analyze, and 

interpret numerical data in a structured manner. These methods are employed across various 

fields, including social sciences, natural sciences, business, economics, and more. The 

primary goal of quantitative research is to derive objective and empirical insights, often 

through statistical analysis, to make informed conclusions about a particular phenomenon or 

to test hypotheses.  



4.4  Here are some key features and steps involved in quantitative research:  

1. Research Design: The research design lays the foundation for the study, outlining the 

objectives, research questions, and hypotheses. It also determines the data collection method, 

sample size, and data analysis techniques to be used.  

2. Data Collection: Quantitative data is collected through structured instruments such as 

surveys, questionnaires, experiments, and observations. These instruments are designed to 

yield numerical data that can be quantified and analyzed statistically. 

 3. Sampling: Researchers select a representative sample from the larger population to 

ensure the findings can be generalized to the entire population. Various sampling techniques, 

such as random sampling or stratified sampling, are employed to achieve this.  

4. Data Analysis: The collected data is processed and analyzed using statistical 

techniques. Descriptive statistics (mean, median, standard deviation, etc.) summarize the 

data, while inferential statistics (t-tests, chi-square tests, regression analysis, etc.) help draw 

conclusions and make predictions.  

5. Interpretation of Results: Researchers interpret the findings based on the statistical 

analysis and draw conclusions related to their research questions or hypotheses.  

 

 

Advantages of Quantitative Research: 

 • Objectivity: Quantitative research relies on numerical data and statistical analysis, 

reducing the impact of researcher bias.  

• Replicability: The structured nature of quantitative research allows other researchers 

to replicate the study easily for validation purposes.  

• Generalizability: Proper sampling techniques enable findings to be generalized to the 

broader population.  

• Precise and Measurable: Quantitative data provides precise and measurable results, 

facilitating clear comparisons and trends. 

   



Limitations of Quantitative Research 

 • Limited Contextual Understanding: The focus on numbers may overlook deeper 

context or reasons behind the results.  

• Incomplete Picture: Certain aspects of human behavior or complex phenomena may 

not be fully captured through numerical data alone. 

 • Predefined Variables: Researchers must determine the variables in advance, 

potentially missing unexpected factors influencing the study.  

 

 Overall, quantitative research complements qualitative methods, and the choice of 

approach depends on the research objectives and the nature of the phenomenon under 

investigation. A mixed-methods approach, combining both quantitative and qualitative 

research, is often used to gain a comprehensive understanding of complex issues.  

A Working Example of Quantitative Research  

Objective: To understand the preferences of consumers regarding different smartphone 

brands.  

Data Collection: Researchers will create a structured questionnaire that includes questions 

related to the following:  

1. Demographic information (e.g., age, gender, occupation, income).  

2. Current smartphone ownership and usage patterns.  

3. Factors influencing the purchase decision (e.g., brand reputation, price, features).  

4. Overall satisfaction with their current smartphone.  

5. Intentions to repurchase or switch to another brand in the future.  

Sampling: A random sampling method will be used to select a diverse group of smartphone 

users. The researchers may target a specific geographic area or conduct an online survey to 

reach a broader audience. Conclusion: Based on the analysis and interpretation of survey 

data, the researchers will conclude consumer preferences for smartphone brands. The findings 

could help smartphone manufacturers and marketers understand their target audience better 

and make informed decisions about product development and marketing strategies.  



 

Methods of Quantitative Research  

Quantitative research involves various methods to collect, analyze, and interpret numerical 

data. Here are some major methods commonly used in quantitative research: 

 1. Surveys: Surveys involve administering structured questionnaires to a representative 

sample of participants. They can be conducted in person, over the phone, through mail, or 

online. Surveys allow researchers to collect data on attitudes, opinions, behaviors, and 

demographics. 

 2. Experiments: Experimental research involves manipulating one or more variables to 

observe their effect on the dependent variable. Participants are randomly assigned to different 

groups (experimental and control) to compare the outcomes. Experiments are useful for 

establishing cause-and-effect relationships.  

3. Observations: In observational research, researchers systematically observe and 

record behavior, events, or phenomena without direct interference. Observations can be 

conducted in natural settings (naturalistic observation) or controlled environments (controlled 

observation).  

4. Content Analysis: Content analysis involves systematically analyzing the content of 

written, verbal, or visual communication, such as texts, videos, or social media posts. 

Researchers categorize and quantify specific elements of the content to conclude.  

5. Secondary Data Analysis: Researchers use existing datasets collected by other 

researchers or organizations for their analysis. Secondary data analysis is cost-effective and 

time-saving but may have limitations related to data relevance and accuracy. 

 6. Longitudinal Studies: Longitudinal research tracks the same participants over an 

extended period to study changes or trends over time. It helps researchers understand 

developments and identify causal relationships that may not be evident in cross-sectional 

studies.  

7. Cross-sectional Studies: Cross-sectional studies collect data from different individuals 

or groups at a specific point in time. They are useful for assessing the prevalence of certain 

characteristics or behaviors within a population.  



8. Case Studies: While primarily associated with qualitative research, case studies can 

also use quantitative data. Quantitative case studies involve the systematic collection and 

analysis of numerical data from specific cases or individuals.  

9. Meta-analysis: Meta-analysis is a statistical technique that combines results from 

multiple independent studies to draw more robust conclusions. It helps identify patterns and 

trends across various studies and increases the overall sample size.  

10. Simulation and Modeling: Researchers use mathematical and computational models 

to simulate complex systems and processes. These simulations help study scenarios that are 

difficult or impossible to replicate in real-world experiments.  

Each method has its strengths and limitations, and researchers often use a combination of 

these methods to gain comprehensive insights into the research topic. The choice of method 

depends on the research objectives, available resources, and the nature of the phenomenon 

being studied  

 

4.6 Qualitative method: Meaning and significance  

Qualitative methods are research approaches used to collect, analyze, and interpret non-

numerical data systematically and rigorously. Unlike quantitative methods that focus on 

numerical data and statistical analysis, qualitative research emphasizes understanding the 

context, meanings, and experiences of participants within a particular setting.  

 

4.7 Key characteristics of qualitative methods include:  

1. Data Collection: Qualitative research involves collecting data through methods such 

as interviews, focus groups, observations, and document analysis. These methods allow 

researchers to gather rich, detailed, and descriptive information about the research topic. 

 2. Subjectivity: Qualitative research acknowledges the role of the researcher in shaping 

the data collection process and interpretation. The researcher's presence and interactions with 

participants can influence the data obtained.  



3. Inductive Approach: In qualitative research, data analysis often follows an inductive 

approach, where themes, patterns, and theories emerge from the data itself rather than being 

tested against pre-established hypotheses.  

4. Contextual Understanding: Qualitative research seeks to understand the context and 

complexities of the studied phenomenon. It explores the "why" and "how" of participants' 

experiences, attitudes, and behaviors. 

 5. Small Sample  

Sizes: Qualitative studies typically involve smaller sample sizes compared to quantitative 

research. The focus is on the depth of understanding rather than generalizability to a larger 

population. 

 6. Small Sample Sizes: Qualitative studies typically involve smaller sample sizes 

compared to quantitative research. The focus is on the depth of understanding rather than 

generalizability to a larger population.  

7. Flexibility: Qualitative research allows for flexibility during data collection and 

analysis. Researchers may adapt their methods or questions based on emerging insights.  

 

 

Qualitative methods are commonly used in social sciences, anthropology, psychology, 

education, and other fields where a deeper understanding of human experiences, behaviors, 

and social processes is sought. They complement quantitative methods and can be integrated 

into mixed-methods research, where both qualitative and quantitative data are used to provide 

a comprehensive understanding of a research topic. 

Types of Qualitative Methods 

Qualitative research methods are approaches used to explore and understand complex 

phenomena that are often difficult to quantify or measure through numerical data. Qualitative 

methods rely on the collection of non-numerical data, such as text, images, or observations, to 

gain insight into social, cultural, psychological, or human experiences.  

Here are some common types of qualitative research methods:  



1. Interviews: In-depth, semi-structured, or unstructured interviews involve open-ended 

questions and allow participants to share their experiences, perspectives, and stories. 

Researchers use interviews to gather rich and detailed data.  

2. Focus Groups: A focus group is a discussion among a small group of participants 

facilitated by a researcher. It's a method for exploring opinions, attitudes, and perceptions 

within a group setting. 

 3. Observation: Researchers use direct observation to gather data by watching and 

recording behaviors, interactions, and events in their natural settings. This method is often 

used in ethnographic research. 

 4. Participant Observation: In this approach, the researcher becomes a part of the group 

or community they are studying, participating in their activities and interactions. This method 

is common in ethnography and field research.  

5. Content Analysis: Content analysis involves systematically analyzing text, audio, 

video, or visual content to identify patterns, themes, and meanings. It's often used for 

analyzing documents, media, and archival data.  

6. Case Studies: Case studies involve an in-depth examination of a single case or a few 

cases. Researchers collect and analyze a variety of data sources to gain a comprehensive 

understanding of a specific phenomenon or issue. 

 7. Grounded Theory: Grounded theory is a systematic approach to developing theories 

from qualitative data. It involves open coding, axial coding, and selective coding to identify 

patterns and concepts within the data.  

8. Narrative Analysis: Researchers use narrative analysis to study how individuals 

construct and tell stories about their experiences. This method is particularly useful for 

exploring personal and cultural narratives. 

 9. Ethnography: Ethnography involves long-term immersion in a specific cultural or 

social group, aiming to understand their practices, beliefs, and social dynamics. Researchers 

often live with the community to gain deep insights.  

10. Action Research: Action research is a participatory method that involves collaboration 

with stakeholders to address real-world problems. Researchers work with practitioners to 

bring about change while conducting research.  



11. Phenomenology: Phenomenology aims to understand the lived experiences of 

individuals and how they make sense of the world. Researchers use this method to explore 

the essence of a phenomenon.  

12. Historical Analysis: Historical research involves the examination of historical 

documents and records to understand events, processes, and changes over time. It's often used 

in historical and archival studies.  

13. Discourse Analysis: Discourse analysis examines language, communication, and 

social interactions to understand how meaning is constructed and conveyed in various 

contexts. Researchers often choose qualitative methods based on the nature of their research 

questions and the depth of understanding they seek to achieve. These methods can be used 

individually or in combination to provide a holistic view of the phenomena under 

investigation. 

 Limitations of Qualitative Methods  

Qualitative research methods are valuable for exploring complex social phenomena and 

gaining a deeper understanding of people's experiences and perspectives. However, they also 

have several limitations that researchers should be aware of. Some of the key limitations of 

qualitative methods include:  

1. Subjectivity: Qualitative research relies on the interpretation of data by researchers, 

which can introduce subjectivity and bias. Researchers' personal experiences, values, and 

perspectives can influence how they analyze and interpret qualitative data.  

2. Small Sample Size: Qualitative research often involves small sample sizes, which can 

limit the generalizability of findings. The goal of qualitative research is not to make statistical 

inferences about a broader population but to provide in-depth insights into a specific context 

or phenomenon.  

3. Time-Consuming: Qualitative research can be time-consuming, as it involves data 

collection and analysis methods such as interviews, focus groups, and thematic analysis, 

which can be more time-intensive compared to quantitative methods.  

4. Difficulty in Replication: Due to the unique and context-specific nature of qualitative 

research, replication of findings can be challenging. It can be difficult for other researchers to 

reproduce the same results in different settings or with different participants.  



5. Limited Quantification: Qualitative data are typically non-numeric, making it 

challenging to quantify or measure the findings. This can be a limitation when researchers 

need to provide precise numerical data or conduct statistical analyses.  

6. Lack of Generalizability: Qualitative research is often context-specific and may not be 

easily generalizable to other populations or settings. The findings may be more exploratory 

and context-bound.  

7. Data Analysis Complexity: Qualitative data analysis can be complex and may require 

specialized software or training. Ensuring rigor in data analysis and interpretation is essential 

to minimize researcher bias.  

8. Difficulty in Measuring Change Over Time: Qualitative research is better suited for 

understanding processes, experiences, and meanings. It may be less effective for measuring 

changes over time or assessing cause-and-effect relationships.  

9. Resource-Intensive: Qualitative research can be resource-intensive in terms of time, 

money, and human resources. Data collection and analysis can be laborious, and researchers 

may need substantial training.  

Despite these limitations, qualitative research is a valuable approach to exploring complex 

human behaviors, beliefs, and experiences. Researchers often use qualitative methods in 

conjunction with quantitative research to provide a more comprehensive understanding of a 

research question or phenomenon. 

 

 

 

 

 

 

 

 

 

 

 



 

Unit 5: Field-based Research: Ethnography, Focused Group Discussion  

Field-based research, also known as fieldwork, is a research method that involves gathering 

data directly from real-world settings, often outside of a controlled laboratory or academic 

environment. This approach is commonly used in various disciplines such as anthropology, 

sociology, geography, environmental science, and more. Field-based research allows 

researchers to study phenomena in their natural context, gaining a deeper understanding of 

complex and dynamic interactions.  

Key features of field-based research include:  

1. Data Collection in Natural Settings: Researchers collect data in the actual 

environments where the phenomenon of interest occurs. This can involve observing 

behaviors, interactions, or conditions in their natural context.  

2. Qualitative and Quantitative Data: Fieldwork can involve both qualitative and 

quantitative data collection methods. Qualitative methods might include participant 

observation, interviews, and open-ended surveys. Quantitative methods might involve 

structured observations, surveys, or measurements.  

3. Direct Interaction with Participants: Field researchers often engage directly with 

participants, stakeholders, or communities being studied. This can provide insights that might 

not be captured through secondary data sources.  

4. Contextual Understanding: Fieldwork allows researchers to understand the broader 

social, cultural, and environmental contexts that shape the phenomenon under investigation. 

This holistic perspective is often hard to capture in controlled environments.  



5. Flexibility and Adaptability: Fieldwork requires flexibility to adapt to changing 

circumstances, unexpected events, and new insights that emerge during the research process. 

 6. Challenges and Rewards: While fieldwork can be rewarding in terms of rich data and 

insights, it also comes with challenges such as logistical issues, access to participants, ethical 

considerations, and the potential for bias. 

 Examples of field-based research:  

•An anthropologist living with and studying a remote indigenous community to understand 

their cultural practices and social dynamics. 

 • • A marine biologist conducting underwater observations and data collection to study 

the behavior of marine species in their natural habitats. 

 • • A sociologist observing and interviewing participants at a public protest to understand 

the motivations and dynamics of collective action.  

• • An environmental scientist collecting water samples from different locations in a river 

to analyze water quality and pollution levels. 

 • • An environmental scientist collecting water samples from different locations in a river 

to analyze water quality and pollution levels.  

Field-based research is valued for its ability to provide real-world insights and nuanced 

understandings of complex phenomena. However, it requires careful planning, ethical 

considerations, and adaptability to various challenges that might arise during data collection.  

 

Advantages of field-based research 



 Field-based research offers several advantages that make it a valuable approach in various 

disciplines. Some of the key advantages include:  

1. Contextual Understanding: Field research allows researchers to study phenomena in 

their natural context, providing a deeper and more nuanced understanding of the interactions, 

behaviors, and dynamics that might be missed in controlled settings.  

2. Rich and Qualitative Data: Fieldwork often generates qualitative data that is rich in 

detail and context. This data is well-suited for exploring complex social, cultural, and 

environmental factors. 3. Holistic Perspective: Field research enables researchers to 

consider the broader social, cultural, and environmental factors that influence the 

phenomenon being studied. This holistic perspective can lead to more comprehensive and 

meaningful insights.  

4. Flexibility and Adaptability: Fieldwork requires researchers to be flexible and 

adaptive to changing circumstances. This adaptability allows researchers to capture 

unexpected insights and adjust their methods as needed. 

 5. Direct Interaction with Participants: Researchers engaging directly with participants 

or communities being studied can build rapport, establish trust, and gather insights that might 

not be accessible through secondary sources.  

6. In-depth Interviews and Observations: Fieldwork allows for in-depth interviews, 

participant observation, and firsthand observations. These methods can provide deep insights 

into participants' experiences, perspectives, and behaviors.  

7. Uncovering Unique Phenomena: Some phenomena can only be understood by 

observing them in their natural environment. Field research enables researchers to uncover 

and document unique behaviors, practices, or events.  



8. Generating Hypotheses: Fieldwork can serve as a valuable starting point for 

generating hypotheses that can later be tested in more controlled research settings.  

9. Practical Application: Field research often produces findings that have direct practical 

applications. These findings can inform policy, interventions, and decision-making in real-

world contexts.  

10. Building Relationships: Researchers who spend time in the field have the opportunity 

to build strong relationships with participants, communities, or stakeholders. This can lead to 

greater cooperation and collaboration in research endeavors.  

11. Validation of Findings: Field research can validate or challenge findings from 

laboratory-based studies, enhancing the robustness of research outcomes.  

12. Personal Growth and Learning: Engaging in fieldwork can be a transformative 

experience for researchers, providing opportunities for personal growth, cross-cultural 

understanding, and skill development.  

13. Contributions to Knowledge: Field research often contributes new insights, 

perspectives, and data that can expand the existing body of knowledge in a particular field. 

While field-based research offers many advantages, it's important to acknowledge that it also 

comes with challenges such as logistical complexities, ethical considerations, potential 

biases, and the need for rigorous data collection and analysis. However, when conducted 

thoughtfully and rigorously, field research can yield valuable and impactful results. 

Ethnography 

Ethnography is a qualitative research method used to study and understand the cultures, 

behaviors, and practices of a particular group or community. It involves researchers 

immersing themselves in the target community or culture for an extended period, often 



through participant observation, interviews, and document analysis. Ethnography is 

commonly used in anthropology, sociology, and other social sciences to gain a deep and 

holistic understanding of a specific group of people.  

Key characteristics and elements of ethnography include:  

1. Participant Observation: Ethnographers spend an extended amount of time (often 

months or years) living and interacting with the community they are studying. This close and 

continuous engagement allows researchers to observe and participate in daily life and 

activities. 

 2. Fieldwork: Fieldwork is an essential aspect of ethnography. Researchers conduct their 

investigations in the field, which can be a specific location, community, or culture. They may 

live with the people they are studying or spend significant time in the community.  

3. Immersion: Researchers aim to immerse themselves in the culture to gain an insider's 

perspective. This means they participate in rituals, celebrations, work, and other activities 

while minimizing their role as outsiders.  

4. Data Collection: Ethnographers collect data through various methods, including 

participant observation, interviews, and document analysis. They may use field notes, audio 

or video recordings, photographs, and other forms of documentation.  

5. Informal Conversations: Ethnographers engage in informal conversations with 

community members to understand their perspectives, beliefs, and worldviews. These 

conversations often lead to valuable insights.  

6. Holistic Approach: Ethnography aims to provide a holistic view of the culture or 

community, covering a wide range of aspects, including social structure, language, rituals, 

norms, values, and more.  



7. Detailed Description: Ethnographers provide detailed and rich descriptions of the 

cultural practices and contexts they are studying. This thick description allows readers to 

immerse themselves in the culture.  

8. Reflexivity: Ethnographers often acknowledge their subjectivity and role in shaping 

the research. They reflect on their own biases and potential impact on the community.  

9. Analysis: Ethnographic data analysis involves identifying patterns, themes, and 

cultural meanings within the collected data. Researchers seek to make sense of the culture 

and its intricacies.  

10. Ethical Considerations: Ethnographers must consider ethical issues related to 

informed consent, privacy, and the potential impact of their research on the community they 

are studying. 11. Longitudinal Perspective: Ethnography often involves a long-term 

commitment to studying the community over an extended period, allowing researchers to 

observe changes and developments over time. Ethnography is a powerful method for gaining 

a deep and contextual understanding of cultures, communities, and social phenomena. It has 

been used in a wide range of fields, from studying indigenous tribes in remote locations to 

researching subcultures within urban environments. Ethnographic research often results in 

rich narratives and insights that contribute to the broader understanding of human society and 

culture. Limitations of Ethnography While ethnography offers many advantages for 

understanding cultures and communities, it also has several limitations that researchers 

should be aware of.  

Some of the key limitations of ethnography include:  

1. Time-Intensive: Ethnographic research can be extremely time-consuming. 

Researchers often spend months or even years immersed in the field, which can be 

logistically challenging and costly.  



2. Resource-Intensive: Conducting ethnography can require significant financial 

resources, especially for long-term fieldwork, travel, and equipment.  

3. Subjectivity: Ethnography relies on the researcher's interpretation of the observed and 

gathered data. This subjectivity can introduce bias and affect the validity of the findings.  

4. Limited Generalizability: Ethnographic research typically focuses on a specific 

cultural group or community, making it challenging to generalize findings to a broader 

population. The findings are context-specific.  

5. Sampling Challenges: Selecting a representative sample can be difficult in 

ethnography. Researchers may need to rely on purposive or convenience sampling, which 

might not be truly representative of the larger population. 

 6. Researcher's Role: The researcher's presence can influence the behavior and attitudes 

of the community or individuals under study, potentially altering their natural behaviors.  

7. Data Management: Managing and organizing the vast amount of data collected in 

ethnography can be challenging. Researchers must carefully document and categorize their 

findings.  

8. Cultural Bias: Ethnographers may bring their own cultural biases and preconceptions 

to the research, potentially leading to misunderstandings or misinterpretations of the culture 

being studied. 

 9. Limited Scope: Ethnography often focuses on a specific community or culture, which 

may limit its ability to address broader social or global issues.  

10. Language and Communication Barriers: If the ethnographer does not speak the 

language of the community they are studying, communication can be challenging, leading to 

potential misinterpretations.  



11. Ethical Dilemmas: Ethnographers may encounter ethical dilemmas related to issues 

such as participant harm, conflicts of interest, and the role of the researcher in the community.  

12. Analysis and Reporting Challenges: Analyzing and reporting ethnographic findings 

can be complex due to the vast amount of data and the need for in-depth interpretation. 

Ensuring rigor in the analysis is essential.  

13. Publication and Peer Review: Ethnographic research may face challenges in the peer-

review process and in finding outlets for publication, as it often does not conform to 

traditional research formats.  

 Despite these limitations, ethnography remains a valuable research method for 

gaining deep insights into cultures, communities, and social phenomena. Researchers often 

use ethnography alongside other research methods to provide a more comprehensive 

understanding of the subject of study. It is essential to carefully consider the research 

question and context when deciding whether ethnography is the most appropriate approach.  

 What are focus groups? 

 Focus groups are a qualitative research method used to gather insights and opinions from a 

diverse group of participants about a specific topic or set of topics. They involve a structured, 

facilitated discussion with a small group of participants who are typically selected because 

they represent the target audience or stakeholders for the research. Focus groups are 

commonly used in market research, product development, social sciences, and other fields to 

obtain in-depth information about people's attitudes, perceptions, beliefs, and experiences.  

Key characteristics of focus groups include:  



1. Group Setting: Focus groups consist of a small, but not too small, group of 

participants, typically ranging from 5 to 12 individuals. The interaction among participants is 

a crucial element of the method.  

2. Moderator: A skilled moderator or facilitator leads the discussion. The moderator's 

role is to guide the conversation, ask open-ended questions, keep participants engaged, and 

ensure that the discussion remains focused on the research objectives.  

3. Structured Discussion: Focus groups follow a predetermined discussion guide or set 

of questions created by the researcher. These questions are designed to elicit responses related 

to the research topic.  

4. Qualitative Data: Focus groups yield qualitative data, as they capture the richness and 

depth of participants' responses. The data often include spoken words, body language, and 

group dynamics.  

5. Sampling: Participants are selected based on specific criteria related to the research 

question or objectives. The aim is to have a diverse group of individuals who can provide 

various perspectives and experiences.  

6. Open-Ended Questions: Questions in a focus group are typically open-ended, 

encouraging participants to express themselves freely and share their thoughts, feelings, and 

experiences.  

7. Interactions: Participants interact with each other during the discussion, which can 

lead to the emergence of new insights and perspectives that might not be obtained through 

one-on-one interviews.  



8. Recording and Analysis: Focus group sessions are usually recorded and transcribed 

for analysis. Researchers analyze the transcripts to identify patterns, themes, and key insights 

related to the research question.  

Applications of Focus Groups: 

 1. Market Research: Companies use focus groups to gather feedback on products, 

advertisements, and brand perception. This helps in product development and marketing 

strategies.  

2. Social Sciences: Focus groups are employed in fields like psychology, sociology, and 

anthropology to explore attitudes, beliefs, and behaviors within a group context.  

3. Healthcare: Health professionals use focus groups to better understand patient 

experiences and to inform healthcare interventions and policies.  

4. Public Policy: Government agencies and nonprofits use focus groups to gather public 

opinions and perceptions to inform policy decisions.  

5. Product Development: Designers and engineers use focus groups to gather user 

feedback during the development of products and services. 

 Overall, focus groups are a valuable method for exploring complex topics and obtaining a 

deeper understanding of the perspectives and experiences of a group of individuals. They 

complement other research methods like surveys and individual interviews, providing a more 

comprehensive view of the research subject. Focus Group Discussion Focus groups, 

qualitative research methodology was preferred for this research as it gathers perspectives 

through everyday forms of communication such as ‘anecdotes, jokes, or loose words 

association’ rather than just relying on what people ‘know’ about complex phenomena 
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Sources of data Social science research involves studying human behavior, societies, and 

various aspects of social interactions. Gathering data is a crucial step in conducting such 

research. There are several sources of data for social science research, ranging from primary 

to secondary sources. Data sources in social science research can be categorized into different 

types based on their origin, nature, and how they are collected.  

Here are the main types of data sources: 

 Primary Data Sources: Primary data is collected directly from sources for a specific research 

purpose. Researchers gather primary data to address their research questions or hypotheses. 

Common types of primary data sources include:  

• Surveys and Questionnaires: Structured sets of questions administered to individuals 

or groups to gather information on attitudes, behaviors, opinions, and more.  

• Interviews: Conversations with participants to collect detailed qualitative data and 

insights. 

 • Observations: Directly observing and recording behaviors, interactions, and events in 

real-life settings.  

• Experiments: Controlled situations where researchers manipulate variables to study 

their effects on outcomes. 

  • Case Studies: In-depth analyses of specific individuals, groups, or events to 

understand underlying dynamics.  



 Advantages of Primary Data  

Primary data has several advantages in research and analysis:  

1. Specific to Research Needs: Primary data is collected directly to address the specific 

research question or objective, ensuring that the information gathered is directly relevant to 

the study.  

2. Control Over Data Quality: Researchers have control over the data collection process, 

allowing them to implement rigorous methods to ensure accuracy and reliability. 

 3. Freshness and Relevance: Primary data is collected in real time, providing the most 

current and up-to-date information available for analysis.  

4. Customization: Researchers can design data collection methods and tools tailored to 

the research context, ensuring that the collected data meets the study's unique requirements. 

5. Depth of Information: Primary data collection methods such as interviews and 

surveys can provide rich and detailed insights, allowing researchers to explore nuances and 

complexities.  

6. Uniqueness: Primary data is original and unique, often providing insights that cannot 

be obtained from existing secondary sources.  

7. Confidentiality and Privacy Control: Researchers can ensure the privacy and 

confidentiality of participants, which can lead to more honest and accurate responses. 

 8. Flexibility: If initial data collection methods do not yield the desired results, 

researchers can modify their approach mid-study to gather better data.  

9. Opportunities for Further Exploration: The availability of raw primary data allows for 

deeper analysis and the application of various methodologies for a comprehensive 

understanding of the research topic.  

10. Publication and Contribution: Original primary research can lead to new findings, 

contributing to the advancement of knowledge in a particular field and potentially leading to 

publication in academic or professional journals.  

11. Training and Skill Development: Conducting primary data collection enhances 

researchers' skills in designing surveys, interviews, experiments, and other data collection 

methods.  



12. Understanding Context: Primary data collection allows researchers to understand the 

context in which data is collected, providing a more holistic view of the research topic.  

13. Emerging Trends: Primary data can capture emerging trends, behaviors, and patterns 

that might not yet be reflected in existing secondary data sources.  

14. Engagement with Participants: Researchers directly interact with participants, 

fostering a deeper understanding of their perspectives and insights.  

15. Validation of Hypotheses: Primary data can be used to test specific hypotheses, 

allowing researchers to draw direct conclusions from the collected data.  

While primary data has these advantages, it's important to acknowledge the associated 

challenges, including higher costs, time requirements, the potential for bias introduction, and 

the need for careful planning and execution of data collection processes. Researchers need to 

weigh these factors against the benefits to determine the most appropriate data collection 

approach for their research goals.  

Limitations of Primary Data Primary data  

Limitations of Primary Data Primary data collection, while offering several advantages, also 

comes with certain limitations that researchers should be aware of:  

1. Cost and Resources: Collecting primary data can be expensive and time-consuming. It 

requires resources for designing research instruments, recruiting participants, and conducting 

data collection activities.  

2. Time Intensive: Primary data collection processes, such as surveys, interviews, and 

experiments, can take a significant amount of time to plan, conduct, and analyze.  

3. Sampling Issues: Obtaining a representative sample can be challenging, leading to 

potential bias in the results if the sample does not accurately reflect the broader population 

being studied. 

 4. Participant Recruitment: Finding and recruiting participants for research studies can 

be difficult, especially for niche or hard-to-reach populations.  

5. Response Bias: Participants might provide inaccurate or socially desirable responses, 

leading to response bias and potentially impacting the validity of the findings.  



6. Subjectivity: Researchers' presence during data collection, such as interviews, can 

introduce subjectivity, affecting the interpretation of participants' responses. 

 7. Limited Generalizability: Findings from primary data may not be easily generalizable 

to broader populations or different contexts due to the specific nature of the sample and data 

collection methods.  

8. Ethical Concerns: Ensuring participant privacy, obtaining informed consent, and 

handling sensitive topics appropriately can raise ethical challenges during primary data 

collection.  

9. Data Quality: Errors can occur during data entry, transcription, or coding, impacting 

the quality and reliability of the collected data.  

10. Data Collection Bias: Researchers' biases or unintentional cues during data collection 

(interviews, observations) can influence participants' responses.  

11. Resource Constraints: Limited budgets and manpower can restrict the scale and scope 

of primary data collection efforts.  

12. Limited Historical Data: Primary data collection may not capture historical trends or 

changes over time, as it's typically focused on the present moment.  

13. Logistical Challenges: Fieldwork for primary data collection, especially in remote or 

difficult-to-access areas, can pose logistical challenges.  

14. Logistical Challenges: Fieldwork for primary data collection, especially in remote or 

difficult-to-access areas, can pose logistical challenges.  

15. Validity and Reliability: Ensuring the validity (accuracy of measurements) and 

reliability (consistency of results) of data collection methods can be complex. 16. Researcher 

Bias: Researchers' personal beliefs, perspectives, and interpretations can inadvertently 

influence data collection, analysis, and interpretation.  

17. Response Burden: Participants may find certain data collection methods burdensome 

or time-consuming, affecting their willingness to participate fully.  

18. Limited Control Over External Factors: External factors beyond the researchers' 

control can influence data collection, such as changes in the environment or participant 

behavior.  



 

To address these limitations, researchers should carefully plan their data collection methods, 

consider strategies to mitigate potential biases, ensure ethical considerations are met, and 

assess the trade-offs between the benefits of primary data and its associated challenges. In 

some cases, combining primary data with secondary data sources can provide a more 

comprehensive understanding of the research topic. When to choose primary data Choosing 

primary data collection over secondary data sources depends on the research objectives, 

resources, and the specific context of your study.  

Here are some situations where primary data collection is often a suitable choice:  

1. Specific Research Questions: When your research questions require information that 

is not available in existing secondary sources, collecting primary data allows you to tailor 

your data collection methods to directly address those questions.  

2. Emerging Trends or Niche Topics: If you're studying emerging trends, new 

phenomena, or niche topics that aren't well-covered in existing literature, primary data 

collection can provide you with original insights.  

3. Unavailability of Secondary Data: When secondary data is unavailable, outdated, or 

unreliable for your research needs, primary data collection becomes necessary to gather the 

data you require.  

4. Contextual Understanding: If you need a deep understanding of the context in which 

the data is collected (e.g., cultural nuances, local behaviors), primary data collection allows 

you to directly engage with participants.  

5. Exploratory Research: When you're conducting exploratory research to generate 

hypotheses or explore new avenues of inquiry, primary data collection lets you gather initial 

information directly from the source.  

6. Unique Data Requirements: When your research requires specific measurements, 

variables, or data points that are not available in existing datasets, primary data collection lets 

you collect exactly what you need.  

7. Control and Quality: If you want greater control over the data collection process to 

ensure accuracy, consistency, and reliability, primary data collection allows you to design and 

implement data collection methods according to your standards.  



8. Flexibility: Primary data collection methods can be adapted and modified during the 

research process if initial methods do not yield the desired results or if new insights emerge. 

9. In-depth Analysis: If you plan to conduct in-depth analyses using advanced statistical 

techniques, primary data collection can provide you with raw data that can be manipulated in 

various ways to explore complex relationships.  

10. Publishing Original Research: If your goal is to contribute to the academic or 

professional community by publishing original research findings, primary data collection can 

provide you with unique content.  

11. Engagement with Participants: If you want to directly engage with participants to 

understand their perspectives, experiences, and motivations, primary data collection methods 

like interviews or surveys are valuable.  

However, primary data collection also comes with challenges, including higher costs, time 

requirements, potential for bias introduction, and logistical complexities. Therefore, you 

should carefully consider the benefits and drawbacks of primary data collection about your 

research goals, resources, and constraints. In some cases, a combination of primary and 

secondary data sources might offer a more comprehensive research approach.  

Secondary Data Sources:  

Secondary data is data collected by someone other than the researcher, often for a different 

purpose, and then repurposed for research.  

This type of data can be particularly useful for historical or large-scale studies. 

 Secondary data sources include: 

 • Published Research: Existing research papers, journals, articles, and academic 

literature.  

• Official Statistics: Data published by government agencies, international 

organizations, and research institutions.  

• Census Data: Comprehensive demographic and socioeconomic data collected through 

national censuses. 



 • Archival Data: Historical documents, letters, diaries, and other records from the past. 

• Media and Mass Communication: Content from newspapers, television, radio, and 

online platforms. 

 • Social Media and Online Platforms: Data from social media platforms, websites, and 

online discussions.  

• • Organizational Records: Records maintained by businesses, non-profits, and 

government organizations.  

 Advantages of secondary data Secondary data  

It refers to information that has been collected and processed by someone else for a different 

purpose and is subsequently used by researchers for their analysis.  

There are several advantages to using secondary data in research and analysis:  

1. Time and Cost Efficiency: Secondary data is readily available, saving researchers the 

time and resources required for primary data collection, which can be especially useful for 

studies with limited budgets or tight schedules.  

2. Large Sample Sizes: Many secondary datasets are large, offering a substantial amount 

of data for analysis, which can enhance the statistical power of the study.  

3. Longitudinal Analysis: Secondary data sources that span over long periods can 

facilitate the analysis of trends and changes over time, providing insights into historical 

patterns.  

4. Comparative Analysis: Researchers can use secondary data to compare different 

regions, groups, or periods without the need for setting up new data collection efforts.  

5. Broad Coverage: Secondary data often covers a wide geographic area, population, or 

topic, providing a broader perspective that might not be feasible with primary data collection. 

6. Historical Context: Utilizing historical secondary data allows researchers to examine 

past events, social changes, and trends, contributing to a deeper understanding of context. 

 7. Testing Hypotheses: Researchers can test hypotheses and conduct analyses using 

existing data, providing opportunities for confirming or challenging existing theories.  



 8. Exploratory Research: Secondary data can be used for preliminary exploratory 

research before deciding whether to undertake a more extensive primary data collection 

effort.  

9. Minimized Data Collection Bias: By using data collected by others, researchers can 

potentially avoid some of the biases that can be introduced during primary data collection.  

10. Availability of Expertise: In cases where data collection requires specialized skills or 

knowledge, researchers can rely on the expertise of those who collected the data originally. 

11. Feasibility in Certain Contexts: In some situations, primary data collection might be 

logistically challenging or ethically difficult (e.g., studying past events, and sensitive topics), 

making secondary data a more viable option.  

12. Cross-Validation: Researchers can compare their findings from secondary data with 

findings from primary data to cross-validate their results and conclusions.  

13. Study Replication: Using secondary data allows researchers to replicate or extend 

previous studies, contributing to the validation and credibility of findings.  

14. Educational Purposes: Secondary data can be used in educational settings to teach 

research methods, data analysis, and critical thinking skills.  

However, it's important to recognize that secondary data also has its limitations, such as the 

potential for incomplete or inconsistent data, lack of control over data collection methods, 

limited ability to customize variables, and the risk of using outdated or irrelevant data. 

Researchers need to critically assess the quality, relevance, and appropriateness of secondary 

data sources for their specific research goals. 

 Limitations of secondary data Secondary data 

While convenient and useful, comes with several limitations that researchers should consider 

when using it for their research and analysis: 

 1. Data Quality and Accuracy: The quality of secondary data can vary widely, and 

researchers might have limited control over the accuracy, completeness, and reliability of the 

data. Errors or inconsistencies in the original data source can carry over to the analysis.  

 2. Lack of Context: Secondary data is collected for a different purpose than the 

researcher's specific needs. As a result, important contextual information might be missing, 

leading to potential misunderstandings or misinterpretations. 



 3. Sampling Bias: The original data collection methods and sampling techniques used 

for secondary data might not align with the researcher's study objectives, potentially 

introducing bias.  

4. Missing Variables: Researchers might not have control over the variables collected in 

the secondary data, which could limit the ability to explore certain research questions or 

relationships.  

5. Data Relevance: Secondary data might not directly address the researcher's specific 

research questions, leading to a mismatch between the available data and the research 

objectives.  

6. Temporal and Geographic Constraints: The timeframe and geographical scope of 

secondary data might not align with the researcher's study, limiting the applicability of the 

findings.  

7. Data Aggregation: Secondary data might be aggregated at a higher level than the 

researcher requires, which can obscure fine-grained patterns or trends.  

8. Data Validity and Reliability: Validity and reliability issues that were present in the 

original data collection can persist in secondary data, affecting the credibility of the research. 

9. Limited Customization: Researchers have limited control over the way data was 

collected, categorized, or measured in the source, which can restrict the ability to customize 

variables for their analysis.  

10. Data Ownership and Accessibility: Access to certain secondary data sources might be 

restricted due to proprietary concerns or legal issues, limiting researchers' ability to analyze 

the data fully.  

11. Unavailability of Metadata: Secondary data sources might lack comprehensive 

metadata (information about the data), making it challenging for researchers to understand 

how the data was collected, and processed, and what assumptions were made.  

12. Changes Over Time: If secondary data spans a long period, changes in data collection 

methods, definitions, and societal norms over time can affect the consistency of the data.  

13. Ethical Considerations: When using secondary data, researchers might need to 

consider the ethical implications of using data collected without their informed consent or 

knowledge.  



14. Limited Depth: Secondary data might not provide the depth of insights that can be 

obtained from primary data collection methods like interviews or surveys.  

15. Inability to Address New Questions: Researchers might encounter limitations in using 

secondary data to explore new hypotheses or research questions that were not part of the 

original data collection goals.  

Given these limitations, researchers should carefully evaluate the quality and relevance of 

secondary data sources, consider whether the available data aligns with their research 

objectives, and acknowledge any potential biases or constraints when interpreting their 

findings.  

In some cases, combining secondary data with primary data collection methods can provide a 

more comprehensive and robust approach to research. When to use secondary data is a 

valuable resource in research, and there are specific situations where it can be a suitable 

choice: 

 1. When Primary Data Collection is Impractical: Collecting primary data (data that you 

gather directly from participants or sources for your specific research) can be time-

consuming, expensive, and logistically challenging. In such cases, using existing secondary 

data can save time and resources. 

 2. Historical Research: When studying past events, historical trends, or long-term 

developments, secondary data such as historical records, diaries, newspapers, and archival 

documents can provide valuable insights.  

3. Comparative Studies: Secondary data can be useful for comparing different 

geographical regions, periods, or social groups. It allows researchers to analyze existing 

datasets to draw comparisons without the need for new data collection. 

 4. Longitudinal Studies: When studying changes or developments over time, secondary 

data from previous time points can be valuable. This is particularly useful when primary data 

collection across multiple time points is not feasible.  

5. Preliminary Research or Exploratory Studies: Secondary data can help researchers 

gain an initial understanding of a topic before embarking on extensive primary data 

collection. This can help refine research questions and hypotheses.  



6. Cross-Validation: Researchers can use secondary data to cross-validate findings 

obtained from primary data collection. If results from both primary and secondary data align, 

it can enhance the reliability of the research. 

 7. Trend Analysis: Analyzing trends, patterns, and changes in various variables over time 

can be effectively done using secondary data. This is common in fields such as economics, 

sociology, and public health. 

 8. Supplementing Primary Data: Secondary data can be used to supplement primary 

data, providing additional context or a broader perspective on the research findings.  

9. Ethical Considerations: In some cases, using secondary data might be more ethical, as 

it avoids the need to intrude on participants' privacy or gather sensitive information.  

10. Resource Constraints: Researchers with limited resources (time, budget, personnel) 

might opt for using secondary data to answer research questions that can be addressed using 

existing datasets.  

Where secondary data can be preferred 

 

 1. Preliminary Research: Secondary data can be used for initial exploration and to 

generate hypotheses before committing to more extensive primary data collection efforts. 

 2. Limited Resources: If you have budget, time, or logistical constraints that make 

primary data collection challenging, using existing secondary data can be a cost-effective 

solution.  

3. Historical Analysis: For research involving historical trends, changes over time, or 

long-term patterns, secondary data sources that span extended periods can provide insights 

into past events.  

4. Comparative Studies: Secondary data can be beneficial when you're comparing 

different regions, groups, or periods, as it might be difficult to set up multiple primary data 

collection efforts.  

5. Trends and Patterns: If your research involves identifying trends, patterns, or 

correlations, secondary data with large sample sizes can help you find statistically significant 

relationships.  



6. Validation or Replication: Using secondary data to validate or replicate previous 

studies' findings can strengthen the credibility and reliability of research outcomes.  

7. Unavailable Data: When primary data on a specific topic is not available or is limited, 

secondary data might be the only option for researching that subject. 

 8. Exploring Specific Variables: If you're interested in specific variables that are 

available in secondary data sources but might not be feasible to measure in primary data 

collection, secondary data can be a valuable choice.  

9. Comparing Methods: Researchers can use secondary data to compare their findings 

with those from primary data collection, assessing the reliability and validity of their 

methods.  

10. Historical Context: For research that requires understanding the historical context of a 

particular event, era, or social phenomenon, secondary data sources can provide insights.  

11. Accessibility: Secondary data might provide access to data that would be otherwise 

difficult or impossible to collect due to legal, ethical, or logistical reasons.  

12. Teaching and Learning: Secondary data can be used in educational settings to teach 

research methods, data analysis techniques, and critical thinking skills. 

 13. Hypothesis Testing: If you have specific hypotheses you want to test, secondary data 

can be a convenient way to gather relevant data quickly.  

However, it's important to consider the limitations and potential biases of secondary data. The 

data might not perfectly align with your research needs, and the quality and reliability of the 

data sources should be critically evaluated. Researchers should also consider issues related to 

data availability, data access, and potential conflicts in methodology. Choosing between 

collecting primary data and using secondary data depends on several factors related to your 

research goals, available resources, and the specific context of your study. Here's a step-by-

step guide to help you make an informed decision: Deciding whether to choose primary data 

or secondary data depends on various factors that are specific to your research goals, 

resources, and the context of your study.  

Here's a more concise decision-making framework to help you determine which type of data 

is more suitable for your research:  



Research Objectives: 1. Clearly define your research objectives, questions, and 

hypotheses. Determine whether the specific information you need can be obtained through 

secondary data or if primary data collection is necessary to address your research goals.  

2. Data Availability: Investigate the availability of relevant secondary data. If high-

quality secondary data exists that aligns closely with your research objectives, it might save 

time and resources compared to primary data collection. 

 3. Data Quality: . Evaluate the quality, reliability, and credibility of the available 

secondary data sources. Ensure that the data has been collected using rigorous methodologies 

and is from reputable sources.  

4. Resource Constraints: Assess your available resources, including time, budget, and 

personnel. Consider whether you have the means to conduct primary data collection, which 

can involve various costs and logistical challenges.  

5. Time Constraints: Consider the timeline of your research project. If you have limited time 

and need timely results, using existing secondary data might be a more practical option.  

6. Research Scope:  Determine the scope of your research. If your research requires 

specific, tailored data that might not be available from secondary sources, primary data 

collection might be necessary. 

7.  Ethical Considerations:  Evaluate the ethical implications of your research. Primary data 

collection involves interacting with participants and requires careful consideration of ethical 

standards, whereas secondary data might have fewer ethical concerns.  

8. Research Design:  Consider the research design and methodology that best fits your 

research objectives. Some research questions might necessitate controlled experiments or in-

depth interviews, which are best achieved through primary data collection.  

9. Uniqueness of Data: Reflect on whether your research would benefit from novel or unique 

data that hasn't been explored extensively. Primary data collection allows you to capture new 

insights that might not be present in existing secondary data.  

10. Data Complexity:  If your research involves complex relationships, interactions, or 

variables that are not adequately covered in existing secondary data, primary data collection 

might be the way to go.  



11. Budget Considerations: Evaluate your budget constraints. Primary data collection can 

be expensive due to costs associated with participant recruitment, incentives, data collection 

tools, and analysis. Compare these costs with the potential expenses of accessing or 

purchasing secondary data.  

12. Data Validity and Reliability: Consider whether the secondary data meets your standards 

for data validity and reliability. If you have concerns about the accuracy of secondary data, 

primary data collection might provide more control over these factors.  

  Data Triangulation:  

Think about whether using a combination of primary and secondary data could strengthen 

your research. Triangulating findings from different data sources can enhance the credibility 

of your results. In the end, the decision should be based on a careful evaluation of these 

factors. Balance your research objectives, available resources, and the ethical considerations 

involved to determine whether primary data collection or the use of secondary data is the 

most suitable approach for your study.  

Review of Literature  

A review of literature, often referred to as a literature review, is a critical and systematic 

analysis of existing published research, scholarly articles, books, and other sources relevant 

to a particular research topic or subject area. It aims to provide an overview of the current 

state of knowledge, research trends, gaps in understanding, and the theoretical framework 

related to the chosen topic.  

A literature review serves several purposes within academic and research contexts:  

1. Contextualization: It places your research within the broader context of existing 

knowledge and helps readers understand the background and significance of your study.  

2. Identification of Gaps: A literature review helps identify areas where there is a lack of 

research, inconsistencies in findings, or unresolved questions, which can guide your research 

objectives.  

3. Theoretical Framework: It provides the theoretical foundation for your research by 

summarizing key concepts, models, and theories relevant to your topic.  

4. Methodological Insights: Literature reviews can reveal methodologies and approaches 

used in previous studies, helping you determine the most suitable methods for your research.  



5. Synthesis and Analysis: This involves synthesizing and analyzing the findings, 

methodologies, and conclusions of different studies, highlighting patterns, discrepancies, and 

areas of consensus. 

 6. Support for Arguments: A literature review lends credibility to your arguments by 

showing that you are building upon established knowledge and research.  

7. Demonstration of Expertise: It demonstrates your familiarity with the existing body of 

research and positions you as an informed scholar in your field.  

8. Avoiding Redundancy: A comprehensive literature review helps you avoid duplicating 

research that has already been done, saving time and resources.  

When conducting a literature review, you should:  

• Define the Scope: Clearly define the boundaries of your review. What specific aspect 

of the topic are you focusing on? What period does the review cover? Are there specific types 

of sources you want to include or exclude?  

• Search and Select Sources: Systematically search databases, libraries, and scholarly 

sources to gather relevant material. Critically evaluate sources to ensure their credibility and 

relevance to your research. 

 • Organize and Synthesize: Organize sources into themes, categories, or chronological 

order, depending on your approach. Synthesize the information to identify trends, 

controversies, and gaps in knowledge.  

• Write and Cite: Write your literature review in a coherent and organized manner, 

summarizing and analyzing each source's key points. Provide proper citations for each source 

to avoid plagiarism.  

• Highlight Significance: Conclude your literature review by highlighting the 

significance of your research and the contributions it will make to the existing knowledge 

base.  

Remember, a well-structured and well-referenced literature review enhances the credibility 

and value of your research, helping you situate your work in the broader scholarly 

conversation. 



 The "review of literature" serves as a crucial component in research and scholarly writing for 

several important reasons: 

 1. Contextualization: It provides context and background information about your 

research topic, helping readers understand the significance and relevance of your study within 

the broader field of knowledge.  

2. Establishing a Theoretical Framework: The literature review helps you establish the 

theoretical framework of your research by summarizing key theories, concepts, and models 

relevant to your topic. This framework guides your research questions and methodology.  

3. Identifying Gaps and Research Questions: Through reviewing existing literature, you 

can identify gaps, inconsistencies, and unanswered questions in previous research. This 

insight helps you formulate focused and relevant research questions.  

4. Guidance for Methodology: By examining the methodologies used in prior studies, 

you can make informed decisions about the best research methods, data collection techniques, 

and analytical approaches for your research.  

5. Avoiding Redundancy: Conducting a literature review ensures that you don't duplicate 

research that has already been done. This saves time, and resources, and prevents repeating 

work that might not add value to the field.  

6. Supporting Your Argument: Referencing existing research and scholarly works lends 

credibility to your arguments and claims. It shows that your research is grounded in 

established knowledge.  

7. Demonstrating Critical Analysis: A literature review showcases your ability to 

critically evaluate and analyze existing research. You assess the strengths, weaknesses, 

methodologies, and findings of various studies.  

8. Synthesizing Knowledge: Through synthesizing information from various sources, 

you can identify trends, patterns, and gaps in the literature. This synthesis contributes to your 

ability to make an original contribution to the field. 

 9. Highlighting Relevance: A well-structured literature review helps highlight the 

relevance of your research to scholars, practitioners, and stakeholders in the field.  



10. Demonstrating Expertise: A comprehensive literature review demonstrates your 

expertise in the subject matter. It shows that you are familiar with the current state of research 

and can engage in scholarly discourse. 

 11. Building a Foundation for Research: The literature review lays the foundation upon 

which your research study is built. It is the starting point that shapes the trajectory of your 

research.  

12. Ethical Considerations: Reviewing existing literature helps you identify potential 

ethical considerations, ensuring that your research adheres to ethical guidelines and avoids 

repeating harmful or unethical studies.  

In summary, the review of literature serves as a critical step in the research process, helping 

you situate your study within the broader scholarly conversation, identify gaps, formulate 

research questions, and make informed decisions about methodology. It's a demonstration of 

your scholarly engagement and the foundation upon which you build your research study.  

Suggested Readings : 

Publication Manual of the American Psychological Association (6th edition, 2009). American 

Psychological Association. Washington.  

DC. Singh, AK. (2009). Test Measurements and Research Methods in Behavioural Sciences 

(5th edition). Bharti Bhawan Publishers & Distributors. 
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Interview method 

7.1 Introduction 

It is a method of social interaction where the researcher comes into face-to-face contact 

with the research units and collect their views. This method is factual. If researcher has 

any doubts, by asking side questions, he can test the validity of the information. 

 

7.2 Objectives 

 

Definitions -  

P.V. Young, ‘’ The interview may be regarded as a systematic method by which one 

person enters into the inner life of another who is generally a stranger to him.’’ 

M. N. Basu,’’ An interview can be defined as meeting of persons face to face on same 

points.’’  

Characteristics: - 

(1) Interview is conducted in a pre- planned way. It has two main Characteristic- 
First there is face to face contact between scientist and informant and secondly, 

through open conversation. 
(2) Questions are not asked in a haphazard manner. An interview guide in made and 

questions are asked accordingly. 
(3) The source of information is primary in nature as information collected from the 

infants themselves, not from any other source. 
(4) By this method, a deep and intensive study in possible. 

 

7.3 Interview Method 

7.3.1 Types of Interviews  

 

(1) Structured Interview 
(2) Non-structured Interview or unstructured 

(3) Focused Interview 
(4) Repetitive Interview 

(5) Personal Interview 
(6) Group Interview 



 

 

 

(1) Structured Interview: - In this form of interview, researcher in as very 

pre-planned manners. A schedule is prepared and the researcher cannot 
change the form, language or sequence of the questions. The researcher is 

not allowed to asked any side of questions. Two types of questions are 
asked one is open ended and the other is close ended questions.  
 

(2) Non-structured Interview or unstructured: - In this type of interview for 

the collection of information, no schedule is made. Through free 
conversation affords are made to collect the valid information. It 

required; some side questions may be asked to check the validity of the 
information. In this method, physical gestures of the persons have to be 

kept in mind. 
                                                                  

(3) Focused Interview: - This method of research was first of all used by 
Matron, when information regarding a particular person or event is to be 

collected then this method is used. The information of a particular event 
is collected from those persons who have actually participated as that 

event. In order to collect more knowledge about the hypothesis, this mode 
of interview is used. 

 

(4) Repetitive Interview: - This method was first of all used by Lazer field in 

order to study the process od social change. In order to impact of a factor, 
research has to he conducted from time to time. For example: - The 

influence of a plan on a village is to be studied. The changes can not      all 

at once. Its impact is gradual which is to be studied intervals. But this 
mode of the study is quite expensive. 

 

(5) Personal Interview: - In this type of information, only one respondent in 

interviewed at one time. Whole of the attention is given to a single person. 
Moreover, the researcher has sufficient time to clear the doubts that may 

arise in the mind of the respondent. But for the making impartial study, 
this method is not suitable. 

  

(6) Group Interview: - In this method, interview is conducted with as group of 

people for an intensive and extensive study, this mode of research is very 
useful because with limited resources, research can be made on a large 

universe. The information, collected by this method is more reliable and 
objective. 

 

 

 



 

 

7.3.2 Interview Schedule 

Intro: - Schedule and questionnaire are two very important modes of social research. The 

questionnaire is filled by the respondent himself, whereas the schedule can be list of 

questions or blank tablets which is filled by scientist. Schedule has the qualities of both 

the interview and questionnaire. A schedule consists of a set of questions which are filled 

by scientist himself in face-to-face interview. Many scientists call it as interview guide.  

Definitions: - 

 Goode and Hatt,’’ Schedule is the name usually applied to a set of question which are 

asked and filled in by an interview in a face-to-face situation with another person.”                                                                                                                                                        

Webster,’’ Schedule is a form of list, a catalogue or an inventory.”                                        

Characteristics: - 

(1) Schedule consists of a list of questions related to the problem under study. 

Different question are well organized and placed under different categories giving 

different titles. 

(2) It is filled in by the scientist himself and he has direct and personal contact will the 

units of study.  

(3) It has the qualities of both the interview method and questionnaire method. 

(4) By two methods, information is collected in a properly planned manner. A 

schedule is already made and the scientist cannot deviate from it.  

(5) It has an advantage over the questionnaire because it can be used for both 

illiterate and literate people. 

(6) It is very useful in studying complex situation. The research can freely explain we 

aim and objectives of his research and can explain. The meaning of Various 

question in order to get correct information. 

(7) By this method, a deep study of the problem is possible. Generally, it is applicable 

to those units which are located in a limited geographical area.  

 

  7.4 Questionnaire 

Introduction: - 

         This is widely used in social science. It is a list of questions that is based on the nature 

of problem and mailed to the units scattered over wide area. They fill up the questionnaire 

and send it back by post. This wide information is collected in very limited time.  

 

Ddefinitions: - 



                   Bo grades, ‘’ A questionnaire is a list of question sent to a number of persons for 

them to answer. It secures standardized results that can be doubleted and treated 

statically.’’  

                    Goode and hat, ‘’The questionnaire refers to a device for securing answers to 

questions by using a form which the respondent fill in them relives. 

 

Characteristics: - 

(1) It is a set of questions which is sent to the respondents by mail. 

(2) There is no direct contact between the research and the respondents. The 

questionnaire is the only source of contact between them. 

(3) It is used for the study of literate respondents because information’s is to 

be filled up by the respondents themselves. 

(4) This method is perfected when the informants are scattered over a wide 

area and can be easily contacted by the questionnaire which is sent by mail.  

(5) In this method, the scientist and the informants never come in direct 

contact, thus they are not influenced in any way by his personality and the 

information is more authentic and natural. 

(6) It saves time and money because at one and the same time, all the units, 

however large their numbers can be contacted. 

(7) The information is collected from the primary source, so there are lesser 

chances of manipulations or providing false information. 

 

General’s types of Questionnaire Method: - 

(1) Structured Questionnaire 

(2) Non- Structure Questionnaire 

(3) Closed Questionnaire 

(4) Open Questionnaire 

 

                           

7.4.1 Types of Questionnaires 

 

(1) Structured Questionnaire: -  

Before launching the research, a structure questionnaire is framed during 

the process of research, no alteration/ changes can be made in it. When the 

universe is very big and primary information is to be collected or tested, 

this method is used. This method makes the study more objective as the 

same questions are asked from every unit. More ones, as the questions are 

well structured and placed in a sequential order, their categorization and 

to bulletin because easier.   



 

 

 

 

(2) Non- Structure Questionnaire: - 

It is known as interview guide and is used for focused, deep and non-

directive interviews. The language and the sequaence of questions can be 

changed on the spot. It contains define subject matter areas. 

 

(3) Closed Questionnaire: - 

It contains the questions as the answers. Various alternatives of the real 

answers are given and the informant is to mark that alternative which he 

considers to be the most appropriate answers of the particular question. 

 

(4) Open Questionnaire: - 

In this type of questionnaire, the respondent is free to answer the question 

in any way he likes. When some new facts are to be collected, then this 

method is used. No limits on the answer are set. The information is at his 

liberty to answers the question in his own way.  

For examples: - What suggestion would you like to give for the progress of 

Gram panchayat? 

(1) ___________________________________ 

(2) ___________________________________ 

(3) ___________________________________ 

            Conclusion: -  

  This is very simple method because it gives the information by post. It 

saves both money and time. The information can be received rapidly. The 

researches sitting at home can receives information from the units 

scattered over a wide.  

 

        7.5 Deference between Questionnaire & Interview Schedule 

 

 

 

 

 

 

 

                            Questionnaire  

(1) By Post: - The researcher sent units contact 

through questionnaire only which is sent by 

mail. Post. 

(2) Filled by units: - It is a list of questions which 

are answered by units themselves. 

(3) Big sized sample: - It can be used for a big 

sample which may be scattered over a wide 

geographical area.  

(4) Non-flexible: - It is non- flexible because no 

change can be made in it. 

 

                               Schedule  

(1) Personally: - The researcher and the units 

have personal contacts. 

(2) Filled by researcher: - Schedule is filled by 

researcher himself. 

(3) Small sized; - It is used for the study of small 

sized sample. 

(4)  Flexible: - It is more flexible as many sides 

question can be asked to get full in 

formation. 

   



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7.7 Conclusion 

Conclusions: - It is useful is quantitative analysis. It is also very useful in studying 

complex social situations. The schedule helps in the collection of objective and factual 

information. There is no fear of getting incomplete information as the scientist is present 

before the unit. 

      

7.8 References  

 

 

(5)   Lesser Responder: - In this method, the 

researcher is not present before the unit. 

There is no face-to-face contact between 

them and is depends on the desire of the 

units whether they do or do not answer all 

the question is the questionnaire, this the rate 

of response is lesser. 

     (6)    Literate: - Questionnaire is used for the study 

of educated people only.  

     (7)    Simpler mode of study: - It is a simpler mode 

of study. Also, in the method of study well 

organised the truth. 

      (8)   Impartial study: - The researcher is not 

present before the units of study, this without 

and external impact the units are free to 

express their views. 

      (9)  Saves time, labour and money: - It saves the 

time and money because at one and the same 

time, all the units however large their 

numbers is can be contacted. 

     (10)  Non-Reliable: - In this method reliability is 

not guaranteed because unlike schedule 

cannot be modified on the spot because they 

are pre-planned or framed before. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(5) High response: - The rate of interest is 

much higher as the result of face-to-face 

meeting of the researcher and the unit. 

Many a time the personality of the 

researcher is so effective that the units 

start talking interest in the research. This 

they reading cooperate. 

 

(6) Illiterate and literate: - it is a mode of 

research which can be used for the study 

of both Illiterate and literate people. 

(7) Well trained and well versed: - In this 

mode of research. The scientist must be 

well trained or well versed with all the 

aspects of the problem as the units can ask 

him only type of questions. 

(8) Deep and Intensive study: - A deep and 

intensive study is made while framing 

question, efforts are made to cover all the 

aspects of the problem. 

(9) Time, labour and money: - It takes much 

time, as the sample under study is large in 

size and the researcher has to meet them 

one by one also is includes much expenses 

of travel etc.  

(10) Reliable: - Collected in formation 

through schedule in deep, wide and 

reliable. It is a direct method so reliability 

is more verandaed.  
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Unit 8   Sampling: Meaning and Types  

(Probability and Non-Probability) 

 

8.1 Introduction 
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8.3 Sampling: Meaning  
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      8.4.1 Probability Sampling        

8.5 Question for Practice 
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8.1 Introduction 

Social investigation can be conducted by two methods (1) Census (2) sampling method When 

the entire area or population is taken its account, the method is known as census method and 

when a small group is selected as representative of the whole, it is known as the sampling 

method. The whole group from which the sample in taken is known as universe. By sampling 

method, a deep study can be made. 

 Definitions: -  

Fairchild,’’ Sampling is a method of drawing as definite number of individuals, cases or 

observations from as particular universe.’’ 

Goode and Hatt,’’ A sample is the name applied to a smaller representative of a larger 

whole.’’ 

Characteristics: -  

(1) Representative of the whole: - A good sample must represent all the qualities of the 

universe from which it is taken. It should be balanced in the sense that all the units 

should be present in the same ratio in the sample as they are in the universe. 

(2) Adequate number of units: - The sample should not be very small in size which may 

not be able to include all the characteristics of the universe. 

(3) Unbiased selections: - The selection of the sample should be unbiased and free from 

prejudices. Every unit should get a fair chance of being selected into the sample. 

 

8.2 Objectives 



8.3 Sampling: Meaning  

8.4 Types of Sampling  

 

                 Probability sampling                                        Non-Probability sampling  

Random Sampling                                                            Incidental  

 

                                                                                             Convenience  

Stratified Random Sampling 

                                                                                             Purposive Sampling 

Cluster Sampling 

                                                                                             Snowball Sampling  

  

                                                                                             Quota Sampling 

8.4.1 Probability Sampling        

(1) Random Sampling: - In random sampling, all the units are given equal chain of 

being selected in the sample, When the universe isa very large and homogeneous, 

random selection is considered to be the most appropriate method of sampling. 

 

Methods of drawing a random sample: -  

 

(a) Lottery method 

(b) Tippets number method 

© Sequential Method 

(d) Grid System 

  

            (a) Lottery method: - In this method, chits are prepared by writing the numbers or 

names of all the units. Chits should be of same size. Then they are put in a pot and 

shakes properly. Required number of chits are draw from the pot and taken for study. 

           (b) Tippets number method: - This method was given by L.H.C. Tippet. He gave a 

list of 10,400 four-digit numbers randomly written on every page. For example: - 

1040,2952,6641,2342 

This method is quite reliable and widely used in social sciences.  



© Sequential Method: - By this method, a study can be made of geographical units 

or social units are arranged severally according to a particular order. The order may be 

alphabetical or any series, then out of the whole list, the required number may be 

taken from anywhere. 

(d) Grid System: - This method is used for area sampling. A map of the area is made. 

A screen with squares is placed on the map. Squares which are to be taken for study 

are marked. And them those areas which fall under the marked squares are taken for 

sampling study 

  

(2) Stratified Random Sampling: - In stratified sampling, the whole universe is divided 

into different strata or groups. In every group, units having same characteristics are 

placed. And then according to the pre-determined size of the sample, a fixed number 

of units are selected from every group, units are taken by random sampling method. 

For example: - Sample of 90 from M.M. Modi college, students of B.A. I II III are to 

be selected, them by any of the random methods, required number of units may be 

taken from every class.  

(3) Cluster Sampling: - In cluster sampling we divide the whole universe into different 

groups or clusters and then we randomly selected or sample. 

 

 

8.4.2 Non- Probability Sampling    

(4) Convenience sampling method; - In this method the researcher selects the sample 

according to his own convenience. In this method no planning is done. In a very 

unsystematic way, the sample is draw mainly through availability of source. Selection 

by chance or by judgement does not take place in this method. 

(5) Purposive sampling: - In purposive sampling, the researcher has to keep in view the 

objective or research to select the units. In this type of sampling the choice of selector 

is very important and nothing is left to chance. The aim of purposive selection is to 

get a representative sample.  

(6) Snowball sampling: - IN this method, the researcher selects the respondents to whom 

he knows. After interviewing them, he asks to them to suggest few more persons who 

can give responses to his study. In this way, his sample selection revolves like a ball. 

This method is used where the target population is unknowns or it is difficult to 

contact the respondents.  This method is technical and quick. 

(7) Quota sampling: - In this method, the universe is divided in to many groups and then 

the researcher has full freedom to decide the units which he is to take for his sample. 

The number of units which are to be taken from every group is decided and it is 

known as Quota. 

For example: - a quota of 250 students is decided to be taken in the sample. The 

researcher has freedom to decide which students he is to contact. 

 

 



Conclusion: - We can say that sampling saves time and money, we can get 

appropriate samples selected which reduces the errors. By using sampling method, we 

can do the deep study and get more accurate results. 

 

 

 

                    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Unit 9      Presentation and Analysis of data: coding, 

tabulation, diagrams, graphs 

       

  9.1 Introduction 

  9.2 Objectives 

  9.3   Presentation and Analysis of Data 

  9.4   Coding of data 

9.5   Tabulation of data 

 9.6   Diagrams 

 

 

9.1 Introduction 

The presentation of data is of paramount importance in various fields and contexts for several 

reasons:  

1. Clarity and Comprehension: Effective data presentation makes complex information 

easier to understand. It allows the audience to grasp key insights and trends quickly, reducing 

the risk of misinterpretation. 

 2. Decision-Making: In both business and research, data-driven decision-making is 

crucial. A well-presented dataset provides decision-makers with the information they need to 

make informed choices, whether it's optimizing business strategies or designing research 

experiments. 

 3. Communication: Data presentation is a powerful communication tool. It helps convey 

information to a broad audience, making it accessible to individuals with varying levels of 

expertise in the subject matter. 

 4. Persuasion: Whether you're trying to convince investors, stakeholders, or the general 

public, well-presented data can be persuasive. Visualizing data effectively can help support 

your arguments and make a compelling case. 



 5. Memory Retention: People tend to remember information better when it's presented 

visually. Using charts, graphs, and other visuals can aid in the retention and recall of data.  

6. Comparison and Analysis: Visual representations of data make it easier to compare 

different datasets, identify patterns, and perform analysis. This is especially valuable for 

researchers, analysts, and anyone making comparisons or drawing conclusions from data.  

7. Efficiency: A well-organized data presentation saves time for both the presenter and the 

audience. It allows viewers to quickly extract the information they need without sifting through 

extensive raw data. 

 8. Transparency: Presenting data transparently ensures that the audience understands the 

source, methodology, and context of the data. This builds trust and credibility, which is essential 

in various fields, including science, journalism, and business.  

9. Accessibility: Effective data presentation takes into account the needs of all audience 

members, including those with disabilities. It ensures that data is accessible to a wider range of 

individuals.  

10. Education and Training: In educational settings, data presentation helps students learn 

and practice data analysis skills. It equips them with the ability to interpret and communicate 

data effectively.  

11. Tracking Progress: Data presentation is often used to track progress toward goals, 

whether in business performance, public health initiatives, or educational outcomes. 

Visualizing progress helps stakeholders assess whether they are on the right track.  

12. Problem Solving: Data presentation can aid in problem-solving by providing a visual 

representation of the issue. It allows stakeholders to identify areas of concern and devise 

strategies for improvement. 

 13. Forecasting: In forecasting and predictive analytics, data presentation is crucial for 

visualizing trends and making future projections. This is particularly important in fields like 

finance, economics, and climate science. 

 In summary, the importance of data presentation lies in its ability to transform raw data into 

meaningful insights that inform decision-making, support communication, and drive progress 

in various domains. It enhances comprehension, aids in analysis, and empowers individuals 

and organizations to make more informed choices.  



Coding of data  

Coding of data in social science research involves the process of categorizing, labeling, and 

organizing qualitative or quantitative data to extract meaningful insights and patterns. Here are 

some steps and considerations for coding data in social science research: Coding a closed-

ended question typically involves assigning numerical values or codes to response options or 

categories for data analysis. This is commonly done in quantitative surveys or questionnaires.  

Here's a step-by-step guide on how to code a closed-ended question:  

Understand the Question:  

1. • Make sure you fully understand the closed-ended question you are working with. This 

includes understanding the context and meaning of each response option.  

2. Create a Codebook: • Begin by creating a codebook, which is a document that 

describes the question, its response options, and the corresponding codes. It should include a 

clear definition of each code.  

3. Assign Numeric Codes:  • For each response option, assign a unique numerical 

code. These codes should be consistent across all responses to the same question. Common 

practice is to use sequential numbers (1, 2, 3, etc.).  

4. Record the Codes:  

5. In your codebook, record the codes alongside the response options. For example: Code 

1: Strongly Disagree   

Code 2: Disagree  

Code 3: Neutral   

Code 4: Agree   

Code 5: Strongly Agree  

 

 With the data coded, you can now perform quantitative analysis. Common analyses 

include calculating frequencies, percentages, and means, or conducting cross-tabulations with 

other variables. Keep a record of your codebook and the coding process. This documentation 

is essential for transparency and reproducibility. Coding closed-ended questions in this way 



allows you to quantitatively analyze and summarize responses, making it easier to draw 

conclusions and insights from survey or questionnaire data. 

 

Tabulation of data: 

Tabulation of data is the process of summarizing and presenting data in a systematic and 

organized manner, typically using tables or charts. It helps to make data more understandable 

and facilitates comparisons and analysis. Here's a step-by-step guide to creating a data table: A 

typical table consists of several parts that help organize and present data in a clear and 

structured manner. Here are the essential parts of a table: 

 1. Table Title: The title provides a brief description of the content or purpose of the table. 

It is usually placed at the top of the table, and it helps readers quickly understand what the table 

is about.  

2. Header Row: The header row, also known as the column header, contains the titles or 

labels for each column of data in the table. It typically stands out from the rest of the data, often 

by using bold text or a different background color.  

3. Header Column: The header column is similar to the header row but is typically found 

on the left side of the table. It contains labels or identifiers for each row of data.  

4. Data Cells: The data cells are the individual cells in the table where the actual data 

values are entered. Each cell corresponds to a specific intersection of a row and column. These 

cells contain the numeric or textual data that you are presenting or analyzing.  

5. Row Totals: Row totals are sums or calculations performed on each row of data. They 

are typically located in the rightmost column of the table and can be used to provide subtotals, 

percentages, or other row-based metrics.  

6. Column Totals: Column totals are sums or calculations performed on each column of 

data. They are typically found in the bottom row of the table and can be used to provide totals, 

averages, or other column-based metrics. 

 7. Gridlines: Gridlines are horizontal and vertical lines that separate the cells in the table, 

making it easier to distinguish between rows and columns. You can choose to display or hide 

gridlines based on your formatting preferences.  

8. Footnotes and Notes: Tables may include footnotes or notes to provide additional 

context, explanations, or source citations. These are usually placed below the table and can 

help readers understand the data better.  



9. Source Citation: If the data in the table is derived from external sources, it's important 

to include a source citation to acknowledge the origin of the data.  

10. Page Numbers and Pagination: In multi-page documents, it's common to include page 

numbers and pagination information to help readers navigate through the table when it spans 

multiple pages.  

11. The specific design and formatting of these parts can vary depending on the software 

or tool you are using to create the table, as well as the document's style and purpose. Proper 

labeling, alignment, and visual cues are essential to ensure that the table is clear and easy to 

read.  

Here's an example of tabulated data in a simple frequency table. In this example, we are 

tabulating the responses to a survey question about the favorite colors of a group of people:  

 

Title: 

Color Frequency 

Red 24 

Orange 50 

Pink 45 

Blue 55 

Green 54 

White 32 

 

 

This table provides a clear summary of the survey data, showing how many people chose each 

color as their favorite. It makes it easy to compare and understand the distribution of 

preferences for these colors within the surveyed group. Remember that the structure and 

content of a table can vary significantly depending on the nature of the data and the specific 

purpose of the analysis or presentation.  

 

 Diagrams and Graphs  

Diagrams and graphs are visual representations of data that help convey information, patterns, 

and relationships in a more accessible and understandable way. They are commonly used in 

various fields, including statistics, science, business, and education. Here are some common 

types of diagrams and graphs:  



Bar Chart: 

A bar chart uses rectangular bars to represent data. It's suitable for displaying data in categories 

or comparing different categories.   

It can be vertical (column chart) or horizontal (bar chart).   

Line Chart:  

A line chart displays data points connected by lines. It's useful for showing trends over time or 

the relationship between two variables and it is commonly used in time series analysis.   

Pie Chart:   

A pie chart shows parts of a whole. It's useful for displaying the composition or distribution of 

a single data set.   

Typically, the whole circle represents 100%, and each slice represents a portion of that whole. 

Scatter Plot:  

A scatter plot displays individual data points as dots on a two-dimensional graph. It's used to 

examine the relationship between two variables and identify patterns or correlations. 

Histogram:  

A histogram is a graphical representation of the distribution of a dataset. It's used to show the 

frequency or density of data points within specific ranges or bins.  

Flowchart:  

A flowchart is a diagram that uses different shapes and arrows to represent a process, system, 

or decision-making sequence. It's commonly used in project management, software 

development, and various industries.   

Venn Diagram:   

A Venn diagram uses overlapping circles to illustrate the relationships and similarities between 

sets or groups. It's often used in mathematics and set theory.  

Pictogram:  

A pictogram is a chart that uses symbols or icons to represent data. It's often used in 

infographics to make data more engaging and visually appealing.  

 

These are just a few examples of diagrams and graphs. The choice of the appropriate type of 

diagram or graph depends on the nature of your data, the message you want to convey, and 

your audience's understanding of visual representations.  
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UNIT 10   MEASURES OF CENTRAL TENDENCY  

 

10.0 Objectives  

10.1 Introduction  

10.2 Concept of Central Tendency of Data  

10.3 Different Measures of Central Tendency: Mean, Median, Mode  

10.4 Mean or Arithmetic mean  

10.5 Median  

10.6 Mode  

10.6 Questions for Practise 

10.7 References  

10.1 Learning Objectives 

After reading this unit, you will be able to:  

1. explain the concept of central tendency of data 

 2. describe the different measures of central tendency  

3. discuss the properties, advantages and limitations of  mean, median and mode; and  

4.   compute measures of central tendency for ungrouped and grouped data.  

 

10.2 INTRODUCTION  

Finding averages, or measures of central tendency, is an essential part of data analysis for 

several reasons:  

1. Summarizing Data: Averages provide a concise summary of a dataset by representing 

a typical or central value. They help to simplify complex data and make it more 

understandable and interpretable. Instead of looking at each individual data point, averages 

offer a single value that captures the central tendency of the data.  



2. Comparing and Contrasting: Averages allow for easy comparison between different 

datasets or subgroups within a dataset. By comparing the averages, you can quickly identify 

differences or similarities in the central values and understand the variations between groups. 

This is particularly useful in fields such as economics, market research, and social sciences. 

 3. Making Inferences: Averages serve as a basis for making inferences and 

generalizations about a population. When analyzing a sample, the sample mean can provide 

an estimate of the population mean, allowing researchers to draw conclusions about the larger 

population. Averages provide a representative value that can be used to make predictions and 

decisions.  

4. Detecting Outliers: Averages help in identifying outliers, which are extreme values 

that deviate significantly from the majority of the data. Outliers can skew the distribution and 

affect the interpretation of the data. By calculating the average, you can easily identify values 

that are far from the mean and investigate them further.  

5. Estimating Missing Values: Averages can be used to estimate missing values in a 

dataset. If some data points are missing, calculating the average of the available data can 

provide a reasonable estimate for the missing values. This allows for the completion of the 

dataset and ensures that the analysis is based on as much data as possible. While averages 

provide valuable information about the central tendency of a dataset, it is important to 

consider other statistical measures and the overall distribution of the data for a 

comprehensive analysis.  

 

 

10.3 CONCEPT and TYPES OF CENTRAL TENDENCY OF DATA  

The concept of measures of central tendency revolves around finding a representative value 

that summarizes or describes the center of a dataset. These measures provide insights into the 

typical or average value and help in understanding the overall distribution of the data. The 

three primary measures of central tendency are the mean, median, and mode:  

1. Mean: The mean, often referred to as the average, is calculated by summing up all the 

values in a dataset and dividing the sum by the total number of values. It takes into account 



every data point and provides a balanced representation of the data. However, it is sensitive to 

extreme values, as they can significantly impact the mean.  

2. Median: The median is the middle value in a dataset when it is arranged in ascending 

or descending order. It divides the dataset into two equal halves, with 50% of the data points 

below and 50% above the median. The median is less influenced by extreme values compared 

to the mean, making it a robust measure of central tendency.  

3. Mode: The mode represents the most frequently occurring value(s) in a dataset. It 

identifies the values that appear with the highest frequency, regardless of their numerical or 

categorical nature. The mode is particularly useful for identifying the dominant or popular 

categories in a dataset. These measures provide different perspectives on the center of a 

distribution. The mean is commonly used for numerical data and provides a balance between 

all the values, but it can be influenced by outliers. The median, on the other hand, is less 

sensitive to outliers and is suitable for skewed or non-normal distributions. The mode is 

useful for identifying the most common values or categories. In addition to these measures, 

there are other specialized measures of central tendency, such as the weighted mean, which 

considers the importance or weight assigned to each value, and the geometric mean, which is 

used for data with exponential growth or multi A good measure of central tendency should 

possess certain characteristics to effectively represent the center of a dataset.  

 

 

 

The following are the key characteristics of a good measure of central tendency:  

1. Representative: A good measure of central tendency should accurately represent the 

dataset and provide a value that is meaningful and relevant to the data. It should capture the 

essence of the data distribution and provide a reliable summary of the center. 

 2. Uniqueness: Ideally, a good measure of central tendency should be unique and have a 

single value. This allows for easy comparison and interpretation across different datasets or 

subgroups within a dataset.  

3. Stability: A good measure of central tendency should not be excessively affected by 

outliers or extreme values. It should remain relatively stable even if there are a few values 



that deviate significantly from the majority of the data. This ensures that the measure reflects 

the typical value of the majority of the dataset.  

4. Applicability: The measure of central tendency should be applicable to the type of 

data being analyzed. Different measures are suitable for different types of data, such as 

numerical or categorical. It is important to choose a measure that is appropriate for the 

specific data type to ensure meaningful results.  

5. Easy to Compute and Interpret: A good measure of central tendency should be easy to 

calculate and understand. It should not involve complex computations or require extensive 

statistical knowledge to interpret. This facilitates the practical use of the measure in data 

analysis and communication of results.  

6. Sensitivity to Data Distribution: A good measure of central tendency should be 

sensitive to the underlying distribution of the data. It should capture the characteristics of the 

data distribution, such as symmetry or skewness. Different measures may be more 

appropriate for different distributions (e.g., mean for normal distributions, median for skewed 

distributions). 

 7. Contextual Considerations: The choice of a measure of central tendency should 

consider the specific context and purpose of the analysis. Different measures may be more 

relevant depending on the research question, field of study, or practical application. It is 

important to select a measure that aligns with the goals of the analysis. By considering these 

characteristics, one can select an appropriate measure of central tendency that accurately 

represents the center of the dataset and facilitates meaningful data analysis and interpretation. 

Check Your Progress I 1) Define measures of central tendency.   

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

...................................................................................................................... 

 2)What are the characteristics of a good measure of central tendency  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  
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......................................................................................................................  

......................................................................................................................  

10.3 Mean: Meaning, Properties, Advantages and Limitations  

The mean is a measure of central tendency that represents the average value of a dataset. It is 

calculated by summing up all the values in the dataset and dividing the sum by the total 

number of values. Let's consider an example to illustrate the concept of mean: Suppose we 

have a dataset representing the daily temperatures (in degrees Celsius) for a week in a 

particular city: Dataset: 25, 26, 28, 27, 24, 25, 23 To find the mean, we sum up all the values 

in the dataset and divide the sum by the total number of values (which is 7 in this case, 

representing the 7 days of the week): Mean = (25 + 26 + 28 + 27 + 24 + 25 + 23) / 7 Mean = 

178 / 7 Mean ≈ 25.43 So, the mean daily temperature for that week in the city is 

approximately 25.43 degrees Celsius. Let us now take another example Example: Consider 

the following dataset representing the scores of a class of students in a sociology test: 85, 92, 

78, 88, 90 To calculate the mean, follow these steps: Step 1: Add up all the values in the 

dataset. 85 + 92 + 78 + 88 + 90 = 433 Step 2: Count the total number of values in the dataset. 

In this case, there are 5 values. Step 3: Divide the sum of the values by the total number of 

values. Mean = Sum of values / Total number of values Mean = 433 / 5 Mean = 86.6 So, the 

mean score for the sociology test in this class is 86.6. Keep in mind that the mean represents 

the average value of the dataset. It provides a single value that summarizes the central 

tendency of the data. Regenerate response The mean provides a representative value that 

gives an idea of the average temperature experienced during that week. It takes into account 

all the values in the dataset and provides a balanced measure of central tendency. It's 

important to note that the mean can be influenced by extreme values in the dataset. If there 

were outliers or exceptionally high or low temperatures in the dataset, they would have a 

greater impact on the mean compared to other measures of central tendency such as the 

median or mode. The mean, also known as the arithmetic average, is a measure of central 

tendency that represents the typical value of a dataset. Here are some properties of the mean:  

1. Sensitivity to Outliers: The mean is sensitive to extreme values or outliers in the 

dataset. A single outlier can significantly affect the value of the mean, pulling it towards the 

extreme value. 



 2. Balance of Positive and Negative Deviations: The sum of deviations from the mean is 

always zero. In other words, for any dataset, the sum of the differences between each data 

point and the mean is equal to zero. This property ensures that the mean provides a balanced 

measure of the dataset.  

3. Usefulness for Normally Distributed Data: The mean is an appropriate measure of 

central tendency for datasets that follow a normal distribution. In a normally distributed 

dataset, the mean is located at the center of the distribution, with an equal number of data 

points on either side.  

4. Influence of Skewness: If a dataset is skewed (either positively or negatively skewed), 

the mean can be pulled towards the long tail of the distribution. In such cases, the mean may 

not accurately represent the typical value, as it is influenced by the extreme values in the tail.  

 5. Usefulness for Interval and Ratio Data: The mean is commonly used for datasets with 

interval or ratio scales of measurement. Interval data have consistent intervals between 

values, while ratio data have a true zero point. 

 6. Algebraic Properties: The mean possesses several algebraic properties, such as the 

ability to be manipulated through addition and subtraction. For example, the mean of two sets 

of numbers can be calculated by taking the weighted average of their individual means. It is 

important to consider the properties and limitations of the mean when using it as a measure of 

central tendency. In certain cases, other measures like the median or mode may be more 

appropriate, depending on the nature of the data and the specific research question or context.  

 

Advantages of mean 

The mean, or arithmetic average, has several advantages as a measure of central tendency:  

1. Reflects the Whole Dataset: The mean takes into account all the values in the dataset, 

providing a comprehensive summary of the entire dataset. It considers the magnitude of each 

observation and includes information from every data point.  

2. Efficient Use of Data: The mean uses all the data points available, making efficient 

use of the information. It does not discard any data or omit values like other measures such as 

the mode or median might.  



3. Ease of Computation: The mean is straightforward to calculate and interpret. It 

involves adding up all the values in the dataset and dividing by the total number of 

observations. This simplicity makes it widely accessible and easy to understand for 

researchers, analysts, and general audiences.  

4. Preserves the Original Scale: The mean is expressed in the same units as the original 

data, making it convenient for interpretation. This property allows for easy comparison and 

understanding of the typical value in the context of the original measurements. 

 5. Useful in Mathematical and Statistical Analysis: The mean has numerous 

mathematical properties that make it valuable in statistical analysis and mathematical 

modeling. It is used in various statistical tests, regression analysis, and probability 

distributions, providing a solid foundation for further analysis.  

6. Smooths Out Random Variation: In datasets with random variation or measurement 

errors, the mean helps to reduce the impact of these fluctuations. By averaging out the values, 

it provides a more stable estimate of the central tendency, reducing the influence of random 

noise. 7. Suitable for Continuous Variables: The mean is particularly suited for 

continuous variables, which have an infinite number of possible values within a given range. 

It can handle a wide range of numerical data, making it applicable in many fields, including 

science, finance, economics, and social sciences. While the mean has its advantages, it is 

important to consider its limitations, such as sensitivity to outliers and skewness, as well as 

the appropriateness of other measures like the median or mode in specific situations. 

Choosing the appropriate measure of central tendency depends on the characteristics of the 

data and the research question at hand.  

The mean, or arithmetic average, has several limitations as a measure of central 

tendency: 

 1. Sensitivity to Outliers: The mean is highly sensitive to extreme values or outliers in 

the dataset. Even a single outlier can significantly influence the value of the mean, pulling it 

towards the extreme value. This sensitivity can distort the representation of the typical value 

when outliers are present.  

2. Distortion by Skewed Distributions: If the dataset has a skewed distribution, where 

the data points are not evenly distributed around the mean, the mean may not accurately 



represent the typical value. Skewed distributions with long tails can pull the mean in the 

direction of the tail, giving a misleading impression of the central tendency.  

3. Lack of Applicability to Categorical Data: The mean is a numerical measure and is 

not applicable to categorical or nominal data. Categorical variables, such as colors or types of 

animals, do not have meaningful numerical values that can be averaged. Using the mean with 

categorical data can lead to meaningless results.  

4. Influence of Sample Size: The mean can be affected by the sample size. In small 

samples, the mean can be more susceptible to the influence of outliers or extreme values. 

With larger sample sizes, the mean tends to be more stable and representative of the 

population.  

5. Distortion by Nonlinear Transformations: The mean is affected by nonlinear 

transformations of the data. For example, taking the logarithm or square root of the data 

before calculating the mean can yield different results. In such cases, alternative measures 

like the geometric mean may be more appropriate.  

6. Limited Use with Ordinal Data: The mean is not well-suited for ordinal data, which 

represent a ranking or order but lack equal intervals between values. For example, a rating 

scale from 1 to 5 does not imply that the difference between 1 and 2 is the same as between 4 

and 5. In such cases, measures like the median or mode may provide more meaningful 

summaries.  

7. Inaccuracy with Missing Data: The mean can be affected by missing data. If data is 

missing at random or there are systematic patterns in the missing values, calculating the mean 

without addressing missing data can lead to biased estimates. It is crucial to consider these 

limitations when using the mean as a measure of central tendency. Depending on the nature 

of the data and research objectives, alternative measures such as the median, mode, or 

specialized methods like trimmed mean or weighted mean may be more appropriate.  

10.3.2 Median  

The median is a statistical measure used to determine the central value of a dataset. It is the 

middle value of a set of values when they are arranged in order from lowest to highest (or 

highest to lowest). In other words, it is the value that separates the higher half from the lower 

half of the data. To calculate the median, you follow these steps: 



 1. Arrange the data in ascending or descending order.  

2. If the number of observations is odd, the median is the middle value. If the number of 

observations is even, the median is the average of the two middle values. For example, let's 

say we have the following dataset: 2, 5, 3, 10, 7. 1. Arranging the data in ascending order: 2, 

3, 5, 7, 10. 2. Since there are 5 observations (an odd number), the median is the middle 

value, which is 5. If we had an even number of observations, such as: 2, 5, 3, 10, 7, 8. 1.

 Arranging the data in ascending order: 2, 3, 5, 7, 8, 10. 2. Since there are 6 

observations (an even number), the median is the average of the two middle values, which in 

this case are 5 and 7. Therefore, the median is (5 + 7) / 2 = 6. The median is a useful measure 

of central tendency, especially when dealing with skewed distributions or outliers because it 

is less affected by extreme values compared to the mean.  

Properties of median The median, as a measure of central tendency, possesses several 

properties:  

1. Insensitivity to Outliers: The median is less sensitive to outliers compared to the 

mean. Even if the dataset contains extreme values, the median is not significantly influenced 

by these outliers. As a result, the median provides a more robust representation of the typical 

value in the presence of outliers.  

2. Applicability to Skewed Distributions: Unlike the mean, the median is suitable for 

datasets with skewed distributions. Skewness refers to the asymmetry of the distribution, 

where the tail may be longer on one side. The median represents the value that divides the 

dataset into equal halves, making it a suitable choice for skewed data because it is not 

affected by the extreme values in the tail.  

3. Order Preservation: The median is based on the order or rank of the data. It only 

requires arranging the data in ascending or descending order, without considering the specific 

values. This property enables the median to be used with ordinal or ranked data, where the 

relative order of the values is important but the numerical distances between them may not be 

meaningful.  

4. Suitable for Non-Numerical Data: The median is applicable to various types of data, 

including non-numerical or categorical data. For instance, if you have a dataset of survey 

responses where participants rank their preferences, you can use the median to find the most 

commonly preferred option.  



5. Insensitivity to Sample Size: The median is unaffected by the sample size, as long as 

it remains odd. It depends solely on the relative position of the middle value(s) within the 

ordered dataset. Consequently, the median remains consistent even if the sample size 

changes.  

6. Unique or Interpolated Value: The median can be a unique value if the sample size is 

odd, representing the exact middle value. In the case of an even sample size, the median is 

typically interpolated as the average of the two middle values. This interpolation ensures that 

the median remains a meaningful estimate of the central value.  

7. Impact of Data Changes: The median is not significantly affected by changes in the 

values of observations that do not alter the position of the middle value(s). 

 Consequently, the median may remain stable even if individual values within the dataset 

change. Understanding the properties of the median is crucial for selecting an appropriate 

measure of central tendency, depending on the characteristics of the dataset and the research 

question at hand.  

Advantages of Median  

The median, as a measure of central tendency, offers several advantages in various contexts:  

1. Robustness to Outliers: The median is highly robust to outliers, which are extreme 

values that deviate significantly from the rest of the dataset. Unlike the mean, which can be 

heavily influenced by outliers, the median is not affected by extreme values. This makes it a 

preferred choice when dealing with datasets that may contain outliers or when the presence of 

outliers could significantly skew the mean. 

 2. Applicability to Skewed Distributions: The median is well-suited for datasets with 

skewed distributions, where the data points are not symmetrically distributed around the 

center. Skewed distributions can distort the mean and make it less representative of the 

typical value. In such cases, the median provides a more accurate representation of the central 

tendency because it is based on the relative position of the middle value(s) rather than the 

actual values themselves. 3. Ordinal Data Handling: The median is particularly useful when 

working with ordinal data, which represent ordered categories without precise numerical 

values. Examples of ordinal data include survey responses with Likert scales or rankings. The 

median allows for a meaningful estimation of the central value in such scenarios, taking into 

account the order of the categories rather than their numerical values.  



4. Data Privacy: In some situations, the exact values of individual data points may be 

sensitive or confidential. Calculating the median can provide a summary statistic that gives an 

idea of the central value without revealing the specific values of the data points. This can be 

advantageous when dealing with privacy concerns or when sharing data in a public or 

confidential setting.  

5. Non-Numerical Data Analysis: The median can be applied to non-numerical or 

categorical data. For example, if you have a dataset of rankings or preferences, the median 

can be used to determine the most commonly preferred option. This allows for the analysis 

and comparison of non-numerical data using a measure of central tendency. 

 6. Stability in Sample Size: The median remains relatively stable even with changes in 

sample size, as long as the central value(s) of the dataset remain the same. This property 

makes the median useful in situations where the sample size may vary or when comparing 

datasets of different sizes.  

7. Less Affected by Extreme Values: The median is less influenced by extreme values 

than the mean. This characteristic is advantageous when working with data that contains 

potential errors or unusual observations that may distort the mean. By considering the middle 

value(s), the median provides a more resistant measure of central tendency. These advantages 

make the median a valuable measure of central tendency, particularly in scenarios where 

outliers, skewed distributions, ordinal data, or data privacy considerations are relevant.  

Limitations of Median While the median offers several advantages, it also has certain 

limitations:  

1. Insensitivity to Non-central Values: The median only considers the middle value(s) of 

the dataset and does not take into account the values beyond the middle. As a result, the 

median may not fully reflect the overall distribution of the data or capture information about 

the tails of the distribution. It provides limited insight into the spread or variability of the 

dataset.  

2. Lack of Precision: The median provides a less precise estimate compared to the mean. 

It only represents a single value or an average of two values (in the case of an even number of 

observations). This reduced precision can limit its usefulness in some statistical analyses or 

modeling situations where a more precise estimate is required.  



3. Limited Applicability to Continuous Data: While the median can be calculated for 

continuous data, it may not always correspond to an actual data point in the dataset. For 

datasets with a large number of unique values, the median can fall between two data points, 

making it less intuitive to interpret or use in further analysis.  

4. Limited Statistical Properties: The median has fewer well-defined statistical 

properties compared to the mean. Consequently, certain statistical tests or modeling 

techniques may be better suited for mean-based analysis. The mean is more mathematically 

tractable and plays a central role in various statistical methods. 5. Potential Bias with 

Sample Size: The median remains unaffected by changes in the sample size as long as  

6. Limited Statistical Properties: The median has fewer well-defined statistical 

properties compared to the mean. Consequently, certain statistical tests or modeling 

techniques may be better suited for mean-based analysis. The mean is more mathematically 

tractable and plays a central role in various statistical methods.  

7. Potential Bias with Sample Size: The median remains unaffected by changes in the 

sample size as long as the central value(s) do not change. However, for small sample sizes, 

the median may have higher sampling variability or uncertainty compared to the mean. In 

such cases, the median might provide less stable estimates of the central tendency. 

 8. Difficulty in Handling Missing Data: The median calculation can become problematic 

when dealing with missing data. Depending on the amount and pattern of missing values, the 

median may need to be estimated through imputation techniques or handled differently, 

which can introduce additional complexity. 

 9. Challenges with Multiple Modes: In datasets with multiple modes (distinct peaks or 

clusters), the median might not be a representative measure of central tendency. It does not 

account for the presence of multiple modes and may not adequately capture the different 

central values within the data distribution. It's important to consider these limitations and 

choose the appropriate measure of central tendency based on the specific characteristics of 

the dataset and the research question at hand. The median may be preferred in certain 

scenarios, but it is essential to assess whether it provides the most relevant and informative 

summary of the data. 10.3.3 Mode  



The mode is a measure of central tendency that represents the value or values that occur most 

frequently in a dataset. Unlike the mean and median, which are influenced by extreme values, 

the mode focuses on the most common values. Here are a few key points about the mode:  

1. Unimodal, Bimodal, and Multimodal: A dataset can have one mode (unimodal), two 

modes (bimodal), or more than two modes (multimodal) if there are multiple values that 

occur with equal frequency. 

 2. Not all datasets have a mode: It's possible for a dataset to have no mode if all values 

occur with the same frequency, or if there is no repetition in the data.  

3. Mode for different types of data: The mode can be used with categorical data (where 

values represent categories) and discrete numerical data (where values are distinct and 

countable). However, it's not commonly used with continuous numerical data.  

4. Mode versus median and mean: The mode is less affected by extreme values 

compared to the median and mean. The median is the middle value when the data is arranged 

in ascending or descending order, while the mean is the sum of all values divided by the total 

number of values. The mode can be a useful statistic for understanding the most prevalent 

values in a dataset, particularly in categorical or discrete data.  

However, it may not provide a complete picture of the distribution of values or account for 

the entire dataset. 

 Let's calculate the mode using an example. Consider the following dataset representing the 

ages of 10 individuals: {22, 25, 27, 22, 30, 25, 27, 30, 30, 27} To find the mode, we need to 

determine which value occurs most frequently in the dataset.  

Step 1: Sort the dataset in ascending order: {22, 22, 25, 25, 27, 27, 27, 30, 30, 30} 

 Step 2: Count the frequency of each value: 22 appears 2 times. 25 appears 2 times. 27 

appears 3 times. 30 appears 3 times.  

Step 3: Identify the value(s) with the highest frequency: Both 27 and 30 occur most 

frequently, with a frequency of 3. Therefore, in this dataset, the mode is 27 and 30, as they are 

the values that occur most frequently. Note: In this example, the dataset has multiple modes, 

which is not uncommon. However, there can also be datasets with no mode (when all values 

occur equally) or a single mode (when one value occurs more frequently than any other).  



Advantages of Mode It can provide several advantages in data analysis and interpretation. 

Here are some of the key advantages of using the mode:  

1. Identifying typical values: The mode helps identify the most common or typical value 

in a dataset. This can be particularly useful when dealing with categorical or discrete data, 

such as survey responses or product preferences. Knowing the most frequent category or 

value can provide insights into trends or patterns within the data.  

2. Handling categorical data: The mode is especially useful for analyzing categorical 

variables, where the data is divided into distinct categories. It can tell you which category 

occurs most frequently, giving you a clear understanding of the dominant category.  

3. Robustness to outliers: Unlike the mean or median, the mode is not affected by 

outliers or extreme values in the dataset. Outliers have little to no influence on the mode since 

it is determined solely based on the most frequent value(s). This makes it a robust measure, 

particularly when dealing with skewed or heavily skewed distributions.  

4. Simple interpretation: The mode is straightforward to interpret. It represents a tangible 

value within the dataset that appears most frequently. This simplicity makes it easy to 

communicate findings to others, especially in non-technical contexts. 

 5. Suitable for nominal data: Nominal data refers to variables with no inherent order or 

ranking. The mode is an appropriate measure for analyzing such data since it captures the 

most common category without making assumptions about the relative magnitudes or 

distances between categories.  

6. Quick calculation: Calculating the mode is generally a simple and quick process, 

especially compared to other measures like the mean or median. It involves identifying the 

value(s) that occur with the highest frequency, making it a useful tool for exploratory data 

analysis or initial data screening.  

While the mode has its advantages, it's important to note that it may not always be the most 

informative or representative measure, particularly when dealing with continuous numerical 

data. In such cases, other measures like the mean or median might be more appropriate for 

understanding the central tendency of the data.  



Limitations of Mode While the mode offers several advantages in data analysis, it also has 

certain limitations that should be taken into consideration. Here are some of the key 

limitations of using the mode:  

1. Lack of uniqueness: A dataset can have multiple modes, especially when there is more 

than one value that occurs with the highest frequency. This lack of uniqueness can make it 

challenging to summarize the data with a single representative value. In such cases, the mode 

may not provide a complete picture of the data distribution. 

 2. Inability to handle continuous data: The mode is primarily designed for categorical or 

discrete data where values fall into distinct categories. It does not provide meaningful insights 

when dealing with continuous numerical data. For example, if you have a dataset of people's 

heights measured to the nearest centimeter, there is unlikely to be a single height value that 

occurs most frequently.  

3. Limited descriptive power: While the mode indicates the most common value(s), it 

does not provide information about the entire distribution or spread of the data. It does not 

take into account the values that occur with less frequency or their relative positions within 

the dataset. As a result, it may not be sufficient for understanding the variability or range of 

the data. 

 4. Sensitivity to small changes: The mode can be sensitive to small changes in the 

dataset, particularly when dealing with small sample sizes. Adding or removing a single 

observation can potentially alter the mode, leading to instability in the measure.  

5. Not influenced by the magnitude of values: The mode only considers the frequency of 

values and is not influenced by the magnitude or distance between values. It treats all 

occurrences equally, regardless of whether they are close or far apart. This can be a limitation 

when analyzing data where the distance or magnitude between values is important.  

6. Unsuitable for data with no repeated values: If all values in a dataset occur only once, 

there is no mode. This can happen when dealing with unique or diverse datasets, rendering 

the mode ineffective in summarizing the data.  

It's important to consider these limitations and use the mode appropriately, considering the 

nature of the data and the specific analysis objectives. In many cases, combining the mode 

with other measures like the mean, median, or measures of dispersion can provide a more 

comprehensive understanding of the data.  



Check Your Progress II 1) Describe mean, median and mode. 2) How to choose a measure of 

central tendency?   ......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

...................................................................................................................... 

Check Your Progress II  

1) List the properties of mean.   

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  
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 2) List the advantages of median.   

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  
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 3) List the limitations of mode.   

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  

......................................................................................................................  
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